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Aligning asset maintenance with operations — failure modes, usage-based, condition-based and
predictive (pattern recognition) maintenance

Aligning asset maintenance with operations —
failure modes, usage-based, condition-based and
predictive (pattern recognition) maintenance

Lab Description

Increasing equipment uptime means preventing failures before they happen; and in turn, this
requires you to have a list of likely failures and the appropriate condition monitoring for the process
or equipment/component. Attend this lab to learn about failure modes, and the corresponding
monitoring techniques to prevent failures. The lab will also cover the use of operations data for a
layered approach to uptime and reliability via usage based, condition-based and predictive (pattern
recognition based) maintenance.

Usage-based maintenance includes using operational metrics such as motor run-hours, compressor
starts/stops, grinder tonnage etc. And, condition-based maintenance utilizes measurements such as
filter deltaP, bearing temperature, valve stroke travel, and others. Predictive maintenance can be
simple predictive such as monitoring vibration (rms, peak etc.) to predict RUL (remaining useful life)
or heat-exchanger fouling to schedule cleaning. Advanced predictive maintenance use cases
include pattern recognition or other machine learning techniques for detecting anomalies/predicting
failures.

Who should attend? Power User and Intermediate

Duration: 3 hours

Summary

Condition-based maintenance (CBM) is a strategy where you monitor the actual condition of an asset to
decide what maintenance needs to be done — see wiki for a broader definition. This is in contrast to a
break-fix strategy (reactive maintenance), and calendar scheduled maintenance (clean and lube every 3
months, laser align every 6 months etc.) regardless of the condition of the asset and whether it was used
or not.

Increasing equipment uptime means preventing failures before they happen; and in turn, this requires
you to have a list of likely failures and the appropriate condition monitoring for the process or
equipment/component.

As such, we begin with a review of failure modes (see figure below) for a commonly used equipment -
pump/motor, and the existing sensor measurements you may already have for this pump/motor and
any additional sensor coverage and condition monitoring that will be required to prevent certain failure
modes. We will discuss the use of both process data and machine condition data for CBM and failure
prevention.

5|Page


https://en.wikipedia.org/wiki/Condition-based_maintenance

) QPM

l‘ 111
\r Vibration

Temperature

/) Voltage

(& Current

Ultrasound

Qil Analysis

Flow

Select Component:

O Pump: Centrifugal 1

Pump: Centrifugal 1 ﬁ

Bearing-Rolling Element
) BoltsiFasteners-Mechanical
£ Housing-Bearing

@ Housing-Generic

@~ Housing-Volute

- Impeller-Ferromagnetic

(%) Level Indicator (Sight Glass)
«= Lubrication-Grease

w= Lubrication-Oil

) seal-GasketiGasket Sealant
) seal-Mechanical

~® Shafl, Key

~® Shaf-Ferromagnetic

&= Abrasive Wear - Contamination
© Adhesive Wear - Improper Lubrication

__‘ Corrosion - Contamination

[l pamage - Improper Installation

% Fatigue - Age (Useful Life)

Fatigue - Imbalance
§¢ Fatigue - Misalignment
ZI; Looseness - Improper Installation

® gnment- Improp on

== Abrasive Wear - Contamination

7 Adhesive Wear - Age (Useful Life)
"y Cormosion - Chemical Attack
[l amage - Improper Installation
[§ Damage - Improper Operation
ki Erosion - Cavitation/Recirculation
‘f’ Fatigue - Cyclical Loading
& imbalance - Contamination

== Abrasive Wear - Age (Useful Life)

£ Abrasive Wear - Contamination

“y,_Comosion- Contamination

__ Cormrosion - EnviromentaliClimate

[l£ pamage - Improper Installation

&% Fatigue - Cyclical Loading

7 Fatigue - Misalignment

@ Misalignment - Improper Maintenance Practices

And, then we will cover the use of equipment and process data for a layered approach to uptime and
reliability via usage based, condition-based and predictive (pattern recognition based) maintenance.

= Exercise 1: Usage base maintenance — motor run-hours and valve actuation counts

= Exercise 2: Condition-based maintenance — bearing temperature high alert

= Exercise 3a: Predictive maintenance (simple) — univariate (single variable) — decreasing

compressor efficiency trend extrapolated to predict time to maintenance

= Exercise 3b: Predictive maintenance (advanced) — multivariate use case — pulverizer — early fault
detection for the bearing based on APR (advanced pattern recognition) analytics
= Exercise 4: Asset health score — you utilize multiple condition assessment rules with appropriate

weighting factors to process/equipment measurements to calculate an overall asset health

score

You may also find it useful to review related content from CBM Hands-on Labs in 2016 and 2017 .
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Summary

Exercise 1: Usage-based Maintenance (UbM)
In this exercise, motor run-hours and valve actuation counts are calculated to serve as a basis for usage-

based maintenance.

We use an ice-cream factory running two process lines — Line 1 and Line 2, with two mixers on each line.

9 Process Area
=~ & Line 1

~ & Mixer 1
L~ @ Mixer 2
- (3 Line 2

~ [ Mixer 1
L~ (3 Mixer 2

The hands-on portion includes building the run-hours calculations in AF, and the relevant Pl Vision

displays as shown below.

Eile Search View Go Tools
@ Database [} Query Date - ® @ @) Back () B, Check In ¥} « [2] Refresh | (3 New Element - =1 New Attribute
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L] — Last Maintenance Date
B l =) Category: Identification
L] . =1 Asset ID
m . 1 Name
B =l Category: Process Parameters
' B '@" Filler Rate
m ' & RPM
L] & State
2] | ] @ Temperature
L] . & Valve

B =l Category: Usage-based Statistics
P Om 4?' Daily Run Hours
L] . — MTD Run Hours
=1 Previous Day Run Hours
. . Run Hours Since Maintenance
. — Valve Actuation Count Since Maintenance

=1 YTD Run Hours

Elements .M'IXEI 1
¢ Elements General | Child Elements| Attributes | Ports | Analyses | Notification Rules | version |
| (3 Data Archive
= (9 Exerdise 1 Filter
i B- (9 Process Area
; B- @ Line1 |/ t @ & R Name 4 Value Description
| | L @ Mixer 2
#- (9 Line 2 ‘Om & Equipment Status Pt Created
[+ {3 Exerdse 2 ] & Failure Status No Failure
(3, Element Searches T

3/23/2018 12:00:00 AM

500
Mixer 1

525.485900878906 ka/min
75.03949 rpm

Drop

4.389503 °C

0 0=CLOSE; 1=0PEN

Pt Created
oh

oh

oh

0 count

0Oh



%

Mixer 1|Last Maintenance Date

3/26/2018 12:00:00 AM

M|Xe|" 1 |Mmr1|u1'nmn|-|wu | 56.643
Mixer 1|Previous Day Run Hours 16.244
509 Mixer 1|Run Hours Since Maintenance | 14.827
Mixer 1|Valve Actuation Count Since Maintenance 16
Mixer 1[YTD Run Hours | 55.643
300 RPM
A T70.528 rpm
5 Filler Rate
4 679.74 kgimin
Valve
)
1 Temperature
0 1 432°C
11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00
B Running WM 1de [ Failure
Mixer 1|Last Maintenance Date 3/26/2018 12:00:00 AM Mixer 1|Last Maintenance Date 3/23/2018 12:00:00 AM
‘MHMTDRmHotn 5&143| h Mixer 1]MTD Run Hours ‘ 7.5494| h
Mixer 1|Previous Day Run Hours 16.244 h Mixer 1|Previous Day Run Hours 0 h
Mixer 1Run Hours Since Maintenanc 13T n Mixer 1|Run Hours Since Maintenant 75494 h
Mixer 1|Valve Actuation Count Since 16 count Mixer 1|Valve Actuation Count Since 62 count

Neme  Vee  unts

MNeme  vake  Unis

Mixer 2|Last Maintenance Date 3/25/2018 12:00:00 AM Mixer 2|Last Maintenance Date 3/24/2018 12:00:00 AM
Mixer 2IMTD Run Hours _ 55889 h Mixer 2/MTD Run Hours \ 74606 h
Mixer 2|Previous Day Run Hours 16.317 h Mixer 2|Previous Day Run Hours 0 h
Mixer 2[Run Hours Since Maintenant 30733 h Mixer 2[Run Hours Since Maintenanc 74606 h
Mixer 2|Valve Actuation Count Since 34 count Mixer 2|Valve Actuation Count Since 53 count
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Exercise 2: Condition-based Maintenance (CbM)
In this exercise, we assess the condition of an equipment by calculating metrics that can serve as leading

indicators of equipment failure or loss of efficiency — for example, bearing temperature to understand
the pump bearing condition.

We track the alerts for the bearing temperature and then discuss the use of Pl Notification to send an
email or use the web service delivery channel to notify a system (i.e. triggering a work order in a work
management system such as SAP or IBM Maximo) for follow-up action. The bearing temperature events
are viewed in a watchlist in Pl Vision — see screens below.

File Search View Go JTools Help
a Database [%] Query Date -® ﬁ Q Back () H, Check In 3 « 2] Refresh | @ New Element = 1 New Attribute

Elements Pump01

=~ & Elements | General | Child Elements| Attributes | Ports | Analyses | Notification Rules | Version |

| |~ €9 Data Archive

E - (§ Exerdse 1 Filtar

| - (9 Exerdse 2

s - @ Pump Station ‘l t ®|¢ R Name & Value

E E & Pump01 B =) Category: Maintenance Information

i {— @ Pump02 :

; |- &9 Pump03 ] I Installation Date 4/3/2017 10:00:00 PM

[ & Pumpo4 ™ = Last Maintenance Date 1/27/2018 7:00:00 AM

| — (3 Pump05 I

L & Element Searches ] —1 Number of Starts Maintenance Trigger 2000 count
B & ¢ Number of Starts Since Maintenance 196 count
B4 ¢ Operating Time Maintenance Status No maintenance needed
-] —. Operating Time Maintenance Trigger 10000 h

) Elements + B& | ¥ Operating Time Since Installation 13043.6
i~ Event Frames + @® ¥ Operating Time Since Maintenance 12416 h
d Bearing Temperature
—m Alarm Limit
—m Alert Status

—m Alerts Count - 7 days
— Alerts Count - MTD

Z Alerts Duration - 7 days
.__.Almtf.Duﬁijm-MTD
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: [gency FB 11 - A YA X B U ===

Ty

Subject ' generated a new notification event. | Notification Rule:Message for Closed Notification |
[+

Name: | Notification Rule:Name

Dahbase:ml

Start Time: | Event Frame:Start Time |

Target: | Target:Path
Severity: | Event Frame:Severity [SlNe]

Send Time: | Notification Rule:Send Time |

Attachments

Description: BP Turbo Tak Flow < 95 ysgpm

Action:

1. Clean Strainers
2. Investigate the need to acid wash the BP Turbo Tak Scrubber

Bleach Plant Total flow to Turbo Tak | EP Turbo Tak Total Flow:Value At Start Time | usgpm

Ex2-BearingTemperatureAlerts « Ad Hoc Display

Number and Duration of High Bearing Temperature Alerts

Asset Bearing TemperaturejAlerts Count - 7 days  Bearing Temperature|Alerts Gount - MTD  Bearing Temperature|Alerts Duration - 7 days  Bearing TemperatureAlerts Duration - MTD ¥
Pump01 320 1100 152h 268n
Pump04 370 1040 147h 260h
Pump02 280 980 121h 243h
Pump0S 300 200 123h 220h
Pump03 230 970 87h 196h

Watchlist of High Bearing Temperature Alerts

Event Name Pssel Start Time End Time Reason Acknowledged By Date
i B;?;z;;':&gmm PUMPO4 32712018 52500 AM V2712018 6:0000 AM 4 _
whﬁﬂz_"ﬁmu PUMPO1 327201864000 AM 3272018 715:00 AM 4 _
e B e PUMPO1 32712018 7:50.00 AM 3727/2018 8.30.00 AM ? _
3-2707.50.00
Hoh B;E':;;‘_‘;”'M PUMPOZ 32772018 7:50.00 AM V2772018 6:2500 AM 4 _
= B;T:z;:_@nazmw PUMPOS 32772018 $:00.00 AM V2772018 9-40.00 AM & _
R B;;':g:'puamm PUMPO4 32772018 $:00.00 AM V2712018 9:40.00 AM 4 _
High &é:‘;ﬂo;:.?mifu‘ﬂ'ﬂ PUMPO3 2712018 9:4000 AM 2772018 10:15:00 AM ” _
el Sl PUMPO2 V2712018 1-05:00 AM 32712018 113000 AM 4 _
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Exercise 3a: Predictive Maintenance (PdM) — Compressor efficiency

For certain classes of process equipment, their condition can be evaluated by monitoring some key
metric, such as efficiency for a compressor, fouling for a heat-exchanger etc. Often, these metrics show
a pattern with time — and, linear, piece-wise linear or non-linear trend can be extrapolated to estimate
remaining-useful-life.

The screen below shows decreasing pump efficiency over time (100+ days). And, after maintenance, its
efficiency is restored to a higher value. The trend can be extrapolated to schedule maintenance.

® trend |- 1o
|2+ | Enarime: [+ (=] [=][<][=]

pl)
10/20/2017 6:28:40 AM 150 days 3/28/2018 6:28:40 AM

[add astrbutes. .| [ add prFonts... | | Traces.. Ciose.

Another example from a coal power plant air heater is shown below. The green trace (with increasing
Delta P) shows the heater getting increasingly plugged over a period of 450 days. The blue trace shows
a nominal 650 MW production rate whenever the air heater Delta P is calculated. The yellow trace
shows the maximum allowable DP i.e. 12 inches of H20.
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Air heater tube plugging at a coal

power plant over 450 days

A linear extrapolation of the green trace will indicate that you have about 60-90 days before air heater
DP reaches the maximum allowable limit and should be scheduled for maintenance.

Exercise 3b: Predictive Maintenance (PdM) — Coal pulverizer bearing — early fault detection using
APR (Advanced Pattern Recognition)

In this exercise, we use ECG’s APR (Advanced Pattern Recognition) based Predict-It to monitor a coal
pulverizer in a power generation plant. APR uses similarity-based modeling to compare the pulverizer’s
current operation with its historical data and detects subtle changes in its run-time behavior to provide
early warning fault detection.

138.8 coal Feeder Flow (TPH)

1B Pulverizer
213.0 Gross MW

Pulv [ Furn DPR (lnWe) -
19.7

Pulv Bowl DPR (INWC) -
101

Pulv Underbowt Press awe) -
25.7

MILL TEMPS
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Mill Variables

Elements Exercise 3b - Pulverizer
¢ Elements General | Child Elements | Attributes | ports | Analyses | Notification Rules | Version

. G Backfil

i~ (§ Data Archive

#-- (§ Exercise 1 - Ice Cream Plant
+ (J Exercise 2-3

~~~~~~ (7 Exercise 3b - Pulverizer

3 (J Exerdse 4

(£}, Element Searches

irFa:v"tEf

]/ ¢ | @& £ Name 4 Value Time Stamp

B[] Category: Mechanical condition

&7 Roll 1 deflection mean 0.38093in 3/19/2019 1:40:00 PM

&7 Roll 1 deflection SD 0.026471in 3/18/2019 1:40:00 PM
<7 Roll 2 deflection mean 0.37642in 3/18/2019 1:40:00 PM
&7 Roll 2 deflection SD 0.025342in 3/18/2019 1:40:00 PM
<7 Roll 3 deflection mean 0.40167in 3/18/2019 1:40:00 PM
&7 Roll 3 deflection SD 0.025463 in 3/18/2019 1:40:00 PM

B (=] Category: Process

& Air flow 3208.6 Ib/min 3/19/2019 1:41:00 PM
& Air fow % 40.22 % 3/19/2019 1:38:00 PM
& Amps 46.312 A 3/19/2019 1:38:00 PM

&7 FeedDelta P 8.6712inWC 3/19/2019 1:41:00 PM

&7 Feedrate 118.27 KPPH 3/19/2019 1:42:00 PM

) Elements

j== Event Frames

4. Library

o Unit of Measure

A Contactc

13| Page

&7 Hot air damper pos
& InletP
& InletT

&7 OutletP

70.315 %
31.221inWC

476.45degF

3/19/2019 1:38:00 PM
3/19/2019 1:42:00 PM

3/19/2019 1:38:00 PM

121,173 inWC

3/15/2019 1:42:00 PM




The Exercise includes creating an APR model for the pulverizer —i.e. selecting the relevant sensor data
(coal feeder rate, pulverizer motor amps, pressures, roll deflection etc.), training the model using
historical data with “good operations,” validating the model with previously unseen (by the model) data
and finally deploying the model to run in real-time.

Screen below shows the pulverizer Mill Motor Amps indicating a fault status (green shaded) starting on
01-Dec, as much as 5 days prior to its final failure on 05-Dec.

FHHEA B & €T o ProcessEvery SMinutes + Enter Deviation Alarmon 8~ outof 12 - | Enter Absolute Alarmon 1~ outof 2 -

Comelation Settings
[ Default [100%x 100 v| [AdaptModel| [Fit To Screen v]

[ single it [I] e CRun oce T

The APR model, optionally, can write the expected values for the pulverizer back to PI; this allows you
to use it with AF Analytics, Pl Notification, Pl Vision etc.

The lab will also include a walk-through regarding such early fault detection as part of a fault-tree in
terms of symptoms and likelihood of failure.
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x Ml Data\ M 8

[T] Show Historcs! Data

|Evidence
Fault Present Ukebhood & " | Evidence Present  Source Influence &
[V GEARBOX TROUSLE »x GEARBOX ACCEL P.. Alarm Symptom)  65%  [NEGGEEE
[_] BROKEN SPRING 2% T HOT AR DAMPER..  Alarm (Symptom) 0%
] MILL WORN % TN HOT AR DAMPER,.. Alarm (Symptom) 0%
[ ROLL SEIZED U ROLL ACCEL P ABS.. Alarm (Symptom] 0%
(7] ROLL LOCKNUT JAMMED <x ROLL DEFLECTION... Alam (Symptom) 0%
(] MiLL FIRE 5% [N 2| ROLL DEFLECTION. . Alarm (Symptom] 0%
s ameow pameer rouele 20% [N
[ ROLL BEARING 1SSUE 2+« 1R
[T] COAL FEEDER OBSTRUCTION % N
] MILL RESONANCE o B 2
[ EXCESSIVE RECIRCULATION 4% [ |
(] AIRFLOW SENSOR TROUSLE 69 0%
(] BAD DEFL TRANSMITTER 69 0%
|__| HOLE IN CLASSIFIER CONE 0%
[T] MILL FIRE DAMAGE 0%
(] MOTOR TROUSLE 0%
L SLUCCED RURMER DebE o
User Questions cove |Ranked Observations
Question State Importance & Observation State Diagnostic Value & =
OIL ANALYSS Unknown o= [ GEARBOX ACCEL 2. Unicnown %
NOISE Unknown i< 1R ARFLOWPCT.  Unknown [
MILL TONS GREATER Usknewn % ARFLOWPCT.  Unknown 0%
PYRITES WITH COAL Unknown % AMPS DEV. HIGH,., Absent %
PYRITES - NONE  Unknown % AMPS DEV.LOW..  Absent o .
PAINT DISCOLORED  Unknown 0% COAL FEEDRATE.,  Absent o%
FINENESS Unknown % COAL FEEDRATE.,  Absent 0%
DIFF PRESS DFV...  Absent [
DIFF PRESS DEV..  Absent o%
DIFF PRESS DEV...  Absent 0%
HOT AR DAMPER... Absent %
INLET AIR TEMP_  Absent 0%
INLET AIR TEMP..  Absent 0%
INLET PRESS DEV... Absent %
INLET PRESS DEV... Absent (129
MOTOR STATOR..  Absent 0%

The lab will also include a brief walk through of other predictive analytics use cases such as:

= Predicting remaining useful life (RUL) based on the history of engine operations data and its

failures - more

=  Anomaly detection in an HVAC air-handler - more
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Exercise 4: Multiple condition assessment rules and asset health score

In this Exercise, you apply the appropriate condition assessment rules and corresponding weighting
factors to process/equipment measurements to calculate an overall asset health score.

It uses AF Analytics to convert a “Raw Value” (sensor data) to a normalized i.e. a “Case Value”. And then,
by applying a Weight%, it is transformed to a Score.

Each measurement gets a normalized weighted score (0 to 10) by applying a condition assessment rule.
And, then the normalized scores are rolled up to arrive at a composite asset health score. The Weight%
applied to each attribute depends on its contribution to the overall asset health.

The composite asset health score ranges from 0 to 10 (0=Good, 10=Bad)

A Transformer asset health score example is used with the following measurements:

= LTC counter operations (LTC= Load Tap Changer)
= LTC through neutral count

= DGA (dissolved gas analysis) detectable acetylene
= DGA High gas rate of change

= Low dielectric

= High water

= Low nitrogen pressure

An example Transformer template is as below:

Jorary ASSELIEAILI_I Tansionmer
&¥ P1world 2018 General | Attribute Templates |Furts | Analysis Templates | Notification Rule Templates
= @ Templates
-1 O EIerﬂentTempIates Fiter
- [ CBM_Attribute_Score_Template
- (§ Data Archive # i@ R Name 4 Description Default Value
" e Miver B ) Category: <None>
- (g Process Line W
- % Pump ¢ ¢ Health Score Overall Health Score 0 ——_—
- (g Pump Station B- &% LTC Count 0
[~ el e oo € | =y Case Value Caclulated by Asset Analytics 0
B Event Frame Templates
+I- % Model Templates =p Limit 0
#I- "} Transfer Templates < Raw Value Required, points to a PI Point 0
- Ny Ei tion Set:
& W =numeration Sets € 5y Score Score - normalzed and weighted 0
H-- 4, Reference Types
- {8 Tables g Weight Weight percent contribution to ... |50 %
- [ Table Connections =] &% LTC Neutral Count 0
= | ] Categories -
; L ]
T ] Analysis Categories g Case Value Caclulated by Asset Analytics 1]
b |2 Attribute Categories “p Limit 0
2] Element Categories &% Raw Value Required, points to a PI Point 0
2| Notification Rule Categories * Sco . ized and weiahted 0
-~ |2] Reference Type Categories -] e oré - normalzed and weg
@) Table Categories @ Weight Weight percent contribution to ... |50 %
3 Elements
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Summary

And, as you configure Transformers using these templates, the composite health score is periodically
calculated by Pl System Asset Analytics.

TRO1

| General I Child Elements | Attributes | ports |Ar|alyses| Notification Rules | Version ‘

Fiter

|I ¢ @ @R Name alvalue

B ] Category: <None>

B¢ | -] Health Score 2
= [LuCcCount 0007
&3] L] &7 LTC Neutral Count

The composite health score for transformer TRO1 is 2 i.e. asset is in good health (0=Good, 10=Bad).
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Pl System software

The VM (virtual machine) used for this lab has the following Pl System software installed:

Software Version ‘
Pl Data Archive 2017 R2
Pl Asset Framework (Pl AF) server 2018
Pl Asset Framework (PI AF) client (Pl System Explorer) 2018
Pl Analysis & PI Notifications Services 2018
Pl Vision 2017 R2
Pl Web API 2017 R2

For details on PI System software, please refer to:
http://www.osisoft.com/pi-system/pi-capabilities/product-list/
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Exercise 1 — Usage-based Maintenance (UbM)

Exercise 1 — Usage-based Maintenance (UbM)

In this exercise, equipment run-hours and valve actuation counts are calculated to serve as a basis for
usage-based maintenance.

There are two process lines in an ice-cream factory — Line 1 and Line 2, with two mixers on each line.

(9 Process Area
=~ @ Line 1
I~ @ Mixer 1
Lo 9 Mixer 2
- (§ Line 2
— (3 Mixer 1
— & Mixer 2

Step 1:  Exploring the Asset Framework structure
1. Open Pl System Explorer; connect to the Pl World 2018 AF database.
If the top bar of the PI System Explorer window does not already show \\PI1\PI World 2018,

then click on the top toolbar button to select the PI AF database named Pl World
2018.

&) New Database & Delete Database *F Database Properties &) Edit Security

Asset server: | PI1 v|m”i|::.'
Datapases:

Filter o -
Name Description Last Modi.

@ configuration A store for configuration data. 3/26/201.
Data Generation 3/26/201.

@MDB to AF Sync 3/23/201.
°P[ System Directory Database used for the PI System Directory 3/23/201.
=PI World 2018 CBM and Condition Monitaring - Process vis-a...
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2.

From the Elements section, navigate to Exercise 1 > Process Area > Line 1.
The Attributes tab shows the current production on Linel.

Eile Search View Go Tools
@ Database [ Query Date - ® @ @ Back ) ®, Check In *  [2] Refresh (@ New Element - <] New Attribute

Elements

i Elements
|-- {5 Data Archive
[=+~ (3 Exerdse 1
[=- (9 Process Area
- a
-~ (@ Mixer 1
~ (@ Mixer 2
=~ (@ Line 2
— @ Mixer 1
~ (3 Mixer 2
[#- (3 Exercise 2
(3, Element Searches

Line 1
' General | Child Elements| Attributes |Ports | Analyses | Notification Rules | Version |

Filter
# ¢ @ & K Name 4 Value
B =l Category: <None>
m & LineBA Active
;o om 'f Mixer1BA Active
s m -f Mixer2BA | Active
L] .f Size &40
B Ll Category: Current Production
g | & Product Five Gallon
o |¢' |.- ......................
B = Category: Identification
_I o | < Line Name Line 1

3. Drill-down under Line 1 > Mixer 1, then click on the Attributes tab for Mixer 1.
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Exercise 1 — Usage-based Maintenance (UbM)

Eile Search View Go Tools Help
@ Database [ Query Date - ®© @/ @ Back () B, Check In ¥ « [£] Refresh | New Element - =] New Attribute

a. Note the Last Maintenance Date attribute.

Elements Mixer 1
& Elements General | Child Elements| Attributes | ports | Analyses | Notification Rules | Version|
I (9 Data Archive
'? - q Exerdise 1 Fiftar
=~ (3 Process Area
- @ Line 1 |1 ¢ @ & R Name 4 Value Description
: ﬂ B =l Category: Equipment Status
: - ﬂ EE zlm ‘ 0B & Equipment Status Pt Created
- (9 Exerdse 2 fom & Failure Status No Failure
& Element Searches m | Last Maintenance Date 3/23/2018 12:00:00 AM
B =l Category: Identification
L] = AssetID 509
L] . —1 Name Mixer 1
B = Category: Process Parameters
m | & Filler Rate 525.485900878906 kg/min
B R 7503049 rpm
® & state Drop
@ ] ' & Temperature 4.389503 °C
B ¢ vave 0 0=CLOSE; 1=OPEN
B =l Category: Usage-based Statistics
‘Dm . &7 Daily Run Hours Pt Craated
L] — MTD Run Hours 0h
| —1 Previous Day Run Hours 0Oh
L] . —| Run Hours Since Maintenance [1]}]
@B L] — Valve Actuation Count Since Maintenance 0 count
] =1 YTD Run Hours Oh

Review the attribute configuration (in the right-side panel); SELECT statement retrieves
the date from a table.

Value: 3/26/2018 12:00:00 AM |1= |
Data Reference: |Tahle Lookup v
Seftings...

SELECT [Last Maintenance Date] FROM
[Maintenance Systern Data] WHERE Location =
"0_.\Element®%' AND [Serial Number] =
‘9hElement%’ ORDER BY Last Maintenance Date

b. To view the full table, go to the Library section of Pl System Explorer, under Tables >
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Maintenance System Data section.

Select the Table tab to visualize the data.

Typically, this table queries an external system such as your maintenance database and
is refreshed with new values on a periodic basis.



Eile View Go Tools Help
@ Database I Query Date - ® @ @ Back (B, Check In *3 « (] Refresh | g New Table -

= PI World 2018 # Table #M Table | Version |
= [ Templates

- (@ Element Templates Fiter SRS

¢~ " Event Frame Templates

¥+ [k Model Templates

- 4 Transfer Templates Location

- @ Enumeration Sets d

' Pump Station
| Pump Station
Pump Station
| Pump Station
| Pump Station
Pump Station
| Pump Station
Line 1
Line 1
Line 2
Line 2

Serial Number
Pump02

| Pump03

Pump04
Pump035
Pump06

|Pumpo7

|Pumpo1
| Mixer 1
| Mixer 2

Mixer 1

| Mixer 2

Installation
Date
4/11/2017 2:...

14/13/2017 1:...

4/12/2017 2:...
4/8/2017 2:4,

4/1/2017 2:4... |
14/3(2017 10:... |
13262016 12... |
13/26/2016 12... |
3/26/2016 12...

13/26/2016 12... |

Manufacturer

[Pump-U Up

PumpsXStream

| PumpWorld

Get-Pumped

| Get-Pumped

Last Maintenance Date

I 3/23/2018 12:00:00 AM

3/23/2018 12:00:00 AM

13/23/2018 12:00:00 AM

3/23/2018 12:00:00 AM

13/23/2018 12:00:00 AM

3/23/2018 12:00:00 AM

|3/23/2018 12:00:00 AM
[1/27/2018 7:00:00 AM

|3/26/2018 12:00:00 AM
|3/25/2018 12:00:00 AM

3/23/2018 12:00:00 AM

13/24/2018 12:00:00 AM

The ice-cream mixers each use a motor; its RPM (revolutions per minute) value is measured.

A valve is opened to allow the product to flow in and be mixed. We would like to calculate the running
hours for the mixers but there is no direct measurement to indicate its running/idle status of the mixer.

Step 2:

Creating a Status attribute

The mixer is inferred to be “in production” when it is running and the valve is open.

Let’s create an analysis to store the equipment status. We also know that the equipment provides a

failure indicator which can be useful for OEE type calculations.

1. Go to the Elements section of PI System Explorer, under our Line 1 > Mixer 1 equipment. Look
at the RPM and Valve attributes.
Select both attributes using the Ctrl key on your keyboard, and then right-click one of the two
attributes to select Trend.

E

)

B ) Category: Process Parameters

& Filler Rate

G170 i

m Reset to Template

& State
.mep!m:ure
7 Vobe

B =l Category: Usage-based Statistics

=l Daily Run Hours
- —4 MTD Run Hours
- —1 Previous Day Run Hours
. —J Run Hours Since Maintenanci
- — Valve Aduation Count Since
- = ¥TD Run Hours

626.8466796875 kg/min

D «

Categorize...
Location of Element...

Create or Update Pl Point

Trend

Refresh

v R WA

Copy
Copy Cell
Copy Path

“F Properties

Add to Trend
Hide Excluded Attributes
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Exercise 1 — Usage-based Maintenance (UbM)

@ Trend \;‘i-
S B[+ end ime: B[] []=]

|Process Area|Line 1|Mixer 1|RPM O Exercise 1|Process Area|Line 1|Mixer 1[Valve

ier 1 - RPM 0=CLOSE;1=0PEN

60

30

2 -
3/26/2018 5:38:54 AM 8 hours 3/26/2018 1:38:54 PM

Add Attributes... | | Add P points... | | Treces.. || close

Note the RPM in blue and Valve status in red.
The equipment is “in production” when both the valve is open (value=1) and the RPM has a
positive value (value>0).
2. Note Equipment Status attribute that we have created as a placeholder for the status of the
equipment. It shows “Pt Created” as no value has been written to it yet.
B =l Category: Equipment Status
Dm &% Equipment Status Pt Created

3. This Equipment Status attribute uses an enumeration set called Equipment Status, where:

Value « Name

0 Idle

1 Running
2 Faillure

The Enumeration set is available from Library > Enumeration Sets > Equipment Status.
4. Switch to the Analyses tab for Mixer 1 and create a new Expression analysis called Mixer

Running Status.
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@

File Search View Go JTools
@ Database = Query Date

Elements
& Elements
(9 Data Archive
9 Exercise 1
(9 Process Area
9 Line 1
5 Mixer 1
9 Mixer 2
=}~ @@ Line 2
9 Mixer 1
9 Mixer 2
#- 3 Exercise 2
(3 Element Searches

Help

- @ O Back

\\PIT\PI World 2018

H, Check In %) « |#] Refresh 3 New Element -

Mixer 1

General | Child Elements | Attributes | Ports Noltification Rules | Version
L o

e ® @& ® Name Backfilling

o = H  Mixer Temperature Alert

@ £fta  Mixer Running Status

a new variable
MName Expression
variablel

- Pl System Explorer (Administrator)

Name: Mixer Running Status

Description:
Categories:

Analysis Type: (@) Expression

Value at Evalua

4. To configure this expression, we use the RPM attribute and the Failure Status attribute.
a. Inthe Variablel expression field, enter the following expression; you can use the
“intellisense” like suggestions to speed up the process of writing this expression.

Name

Expression

Variablel

If 'Failure Status'=1 Then 2 Else If 'RPM'>0 Then 1 Else O

Note: Use Shift+Enter to start a new line while writing an Analysis Expression. Use // in front of a line to

mark it as a comment.

Note: In the case of OEE calculation, we may consider the whole equipment to be “producing/running”
only when the Valve is open and the motor is running, and the expression for the equipment status will

be:

MName

Variablel

Expression

If 'Failure Status'=1 Then 2
Else If ('RPM"»@ And 'Valve'=1)
Else ©

Then 1

b. Map the expression result to the Equipment Status attribute (see next picture).
c. Leave the scheduling option to Event-Triggered and Any Input.
d. Click the Evaluate button to check the current value.
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Exercise 1 — Usage-based Maintenance (UbM)

Mixer 1
General | Child Elements | Attributes | Ports | Analyses  Notification Rules | Version
Lﬂ m Name: Mixer Running Status
e @ & @ Name Backfilling Description:
(2] «ta  Mixer Running Status Categories:
& = 4 Mixer Temperature Alert ) (@) Expression () Rollup
Analysis Type:

(") Event Frame Generation () 5QC

Add a new variable

Mame Expression Value at Evaluatio Value at Last Trigt  Output Attribute

If 'Failure Status'=1l Then 2
Variablel Else If 'RPM'>® Then 1
Else @

1 1 Equipment Status

Evaluation Time: 3/26/2018 2:04:59 PM Last Trigger Time: 3/26/2018 2:04:22 PM

Scheduling: (e) Event-Triggered () Periodic Advanced..
Connected to the
hd Analysis Service.

Trigger on | Any Input

e. Click the HvCheck In button in the top toolbar to save the changes. The analysis will
attempt to start and show Running (green checkmark) if no error is present.

5. The expression is currently only available to Mixer 1.
To enable it for all other mixers, right-click the Mixer Running Status analysis and select Convert

to Template.

Next, click on [HvCheck In to save the changes.

The calculations can now be applied to all four mixers.
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Mixer 1

General | Child Elements | Attributes | Ports | Analyses  Notification Rules | Version

uf a
o @ © @ Name Backfilling
Mixer R {51
@ fw ixer unm&{ﬂ New
@ Mixer Temp o,
9 H X | Delete

\dd 3 new varnable

Name Expression

Preview Results

Lo
&% | Backfill/Recalculate

]

Convert to Template

<a | Copy

If 'Failure §
Variablel Else If 'RPM| « | Check Out

Else ©

Audit Trail Events...

2 | Security...

We will now backfill the status attribute since the beginning of the year (since 01-Jan-2018).

From the Management section of Pl System Explorer, select (see below picture for guidance):

1.
2.
3.

Management

The Plus sign to add an analysis search

Enter a name like Mixer Running Status and add a search criterion
where the Name = Mixer Running Status (or the name you gave the
analysis created in the previous step). Once created, make sure to select
it to filter the list of retrieved analyses in the center.

Check the checkbox to select the four (4) Mixer Running Status analyses.
Click the Backfill/Recalculate 4 selected analyses link.

Enter a start date of 01-Jan-2018 and leave the end date to * (right
now).

Click the Queue button to start the backfilling.
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Exercise 1 — Usage-based Maintenance (UbM)

Elle View Go Tools Help
@ Database [ Query Date - (O @ @ Back ) B, Checkin *3 ¢ [£] Refresh
Management
~Choose a type 1-40f4[<]>
Element Name
m Exercise 1\Process Area\Line 2\Mixer 2 Mixer Running |
_fh Exercise 1\Process Area\Line 2\Mixer 1 Mixer Running '
ﬁa Exercise 1\Process Area\Line 1\Mixer 2 Mixer Running |
_ﬁa Exercise 1\Process Area\Line 1\Mixer 1 Mixer Running |

starf[01-Jan-2018 | G
End [*

‘What should we do with existing data?
Mixer Running Status () Leave existing data and fill in gaps

(@) Permanently delete existing data and recalculate

71| Queue

Recalculation will permanently delete all the
data within the time range. For event frames
this will result in loss of annotations and

acknowledgements.

7. Confirm that the backfill was successful; in the Elements section, look at the Equipment Status
attribute of Line 1 > Mixer 1 (0O=Idle, 1=Running, 2=Failure).
Right-click on the attribute to select Trend. View the equipment status for the last 8 hours, from

*-8h to *.
Start Time: [*-8h [+ End Time: [+ E (=] [=]=]

# Exercise 1|Process Area|Line 1|Mixer 1|Equipment Status
Running

18

16

14

12

08

06

04

02

0 ———
3/26/2018 9:33:25 AM 8 hours 3/26/2018 5:33:25 PM
Add Attributes... | | Add PI Points... | | Traces.. || Close
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Step 3:  Creating usage-based run hours attributes
Now that we have an equipment status attribute, we can use it to create usage-based counters for
different time ranges (daily, previous day, MTD, YTD, etc.).

1. From the Elements section, select a Mixer and look at its attributes under the Usage-based
Statistics category.
B =l Category; Usage-based Statistics

Om & Daily Run Hours Pt Created
m _1 MTD Run Hours Oh
] —1 Previous Day Run Hours oh
m —1 Fun Hours Since Maintenance Oh
A L] — Valve Actuation Count Since Maintenance 0 count
] —1 ¥TD Run Hours Oh

We will first populate the run-hours attributes with an analysis, then the valve actuation count
with a second analysis.

2. Forthe run-hours attributes, navigate to the Analyses tab for Exercise 1 > Line 1 > Mixer 1 and
create a new Expression analysis named Run Hours.

3. Use the Add a new variable link above the expressions section to add multiple rows/expressions

to have six (6) rows. We will add the expression and map it to the correct attributes.
General | Child Elements | Attributes | Ports | Analyses | Notification Rules | Version

® ® @ @ Name Backfilling Description:

o = ey Mixer Running Status ] Categories: v
@ = H  Mixer Temperature Alert Analysis Type: (@ Expression (O Rollup () Event Frame Generation () SQC
= A4 Run Hours

Add a new variab .
MName Expression Value at Evaluation Va | Output Attribute
LastMaint ‘Last Maintenance Date' 3/26/2018 12:00:00 AM | 3/2 |[Map ® -
DailyRH TimeEq('Equipment Status','t','*',1)/3608 13.093 12.1] Daily Run Hours ®
PrevRH TimeEq('Equipment Status','y','t’,1)/3600 16.244 16..| Previ ay Run Hour ® 2l
MTD TimeEq('Equipment Status','1','*',1)/3608 53.909 53.4]MTD Run Hours ®
YD TimeEq('Equipment Status','\Data Archive|Beginning of Year','*',1)/3600@ 53.909 CEX] Vi n Hour %)
RHSinceMaint |TimeEq( 'Equipment Status',LastMaint,'*',1)/3608@ 13,093 12.{| Run Hours Since Mainten: 8]

v

.Evaluatinn Time: 3/26/2018 6:58:55 PM Last Trigger Time: 3/26/2018 6:45:00 PM

Advanced...

Scheduling: () Event-Triggered
Configure

The TimeEq() function calculates the total time in seconds, within a range, that an attribute

value is equal to a specified value. In our case, we are looking for the time where the Equipment

(@) Periodic

Period: 00h 15m 00 @ Connected to the Pl Analysis Service.

Status attribute was equal to 1 (where 1=Running).
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Exercise 1 — Usage-based Maintenance (UbM)

Note: In Expressions, Pl Time Format can be used to specify relative times. For instance, *' means now,
't means today at midnight, 'y' means yesterday at midnight, and '1' means the first day of the current
month at midnight.

Name Expression Description
LastMaint 'Last Maintenance Date' Last maintenance date.
DailyRH TimeEq('Equipment Status', 't', '*',1)/3600 Today’s run hours.
PrevRH TimeEq('Equipment Status', 'y', 't',1)/3600 Yesterday’s run hours.

Month-to-date run hours, '1' meaning
the first day of the current month.
Year-to-date run hours, with an
TimeEqg('Equipment Status', attribute of the root Data Archive
"\Data Archive | Beginning of Year', '*',1)/3600 element used to store the first day of
the year, names Beginning of Year.
TimeEqg('Equipment Status', 'Last Maintenance | Run hours since the last maintenance
Date', '*',1)/3600 date attribute value.
4. Configure the scheduling to be Periodic, every 5 minutes. This is probably too often for a

production environment, but for the purpose of the lab, we want the results to be written

MTD TimeEq('Equipment Status', '1", '*',1)/3600

YTD

RHSinceMaint

quickly.

Note: These calculations, especially Year-To-Date (YTD) can be very expensive on the Analysis service.
It is recommended to execute them periodically to ensure you have control on how often they are being
triggered.

A more efficient way is to create a Run Hours totalizer analysis that would increment the lifetime or YTD
run hours every day at midnight, and where the expression will be:

PreviousDayL ifetimeTotal + DailyRunHours = NewL.ifetimeTotal

5. Click the Evaluate button to ensure no error is present. Next, click the top-toolbar Hw Check In
button to save the changes and start the analysis.

6. Right-click the Run Hours analysis and select Convert to Template to create it for the other
mixers as well. Again, click on the v Check In button to commit the changes.

7. Go back to the Attributes tab and click the Refresh button from the top toolbar. The attributes
should show the correct run hours value.

Step 4:  Creating a usage-based counter (valve actuation)
A valve, like other pieces of equipment, can wear with usage by actuation.

The valve on each mixer has a status shown in the Valve attribute, Close=0 and 1=Open.

We will create an analysis to count the number of 0-1 occurrences since the last maintenance date. As in
the previous step, this calculation can be performed on different time ranges. Note that we will assume
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the same maintenance date for the whole asset, although you could have different maintenance dates
for different components of an asset.

Under the Analysis tab, create a new expression analysis, named Valve Actuation.

Use the NumOfChanges() expression to calculate the number of actuations that occurred on the
valve since the last maintenance date. The NumOfChanges() function returns the number of

changes in value for an attribute within a specified time range. It will not consider equal

consecutive values as a change (for example if a Pl Tag was receiving and recording consecutive
1 values as in 0-1-1-1-1-1-0-1-0, this would count for 4 changes). We are dividing by 2 as
NumOfChanges() will count the 0-1 and the 1-0 as changes.

Expression

NumOfChanges('Valve', 'Last Maintenance Date', '*')/2

Map the expression to the Valve Actuation Count Since Maintenance attribute.
Leave the scheduling to Event-Triggered and Any Input. The calculation result may come in a

little while since it will be performed only when the Valve attribute will get a new value.

1.
Name
Variablel
3.
4,
o jal

.:; -] H Mixer Temperature Alert
H = fed  Run Hours
....................... LU L
I
MName Expression
variablel NumOfChanges('Valve', 'Last Maintenance Date','*')/2
Scheduling: (@) Event-Triggered Periodic .Advanced...

Tri

5.

e B @ @A MName

gger on | Any Input

start the analysis.

Backfilling

Name: Valve Actuation

Description:
Categories:

Analysis Type: (@

Evaluate

Value at Evaluation Va Output Attribute

@ Connected to the Pl Analysis Service

Evaluate the expression and if successful, click the [dv Check In button to save the changes and

Right-click the Valve Actuation analysis to select Convert to Template. Click a second time on
the [Hv Check In button to commit the changes.
Check the result from the Attributes tab (again it may take a while before the value shows up,

use the Refresh button from the top toolbar to force a refresh of the attributes value).

30|Page



Exercise 1 — Usage-based Maintenance (UbM)

B =l Category: Usage-based Statistics

B 4 |7 Daily Run Hours 14.0773 h

B¢ | MTD Run Hours 54.8033980645 h

mé =1 Previous Day Run Hours 16.24388BB888889 h

mé —. Run Hours Since Maintenance 14.0772958585833 h
8 LR | Valve Actuation Count Since Maintenance 15 count

Note: Similarly, a counter for the number of failures on the equipment can be created and used towards
usage-based maintenance trigger. This will be explored as part of Exercise 2.

Step 5:  (Optional) Comparing equipment on their usage-based statistics

We will use Pl Vision to compare the status and the run hours and valve actuation attributes for the four
mixers.

1. Open Google Chrome from the taskbar shortcut and then click on the PI Vision shortcut from
the Bookmarks bar (this will bring you to https://pil.pischool.int/PIVision).

2. You can explore the displays available, but for this step, click the + New Display button in the
top upper right.

3. Select the Assets pane on the left side.

4. Drill-down (click on the “>”) to Pl World 2018 > Exercise 1 > Process Area > Line 1 > Mixer 1.
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@ Pl vision x W ¥

& C' | @ Secure | https:/pit.pischoolint/PIVision/#/Displays/New

fI Apps @ Pl Vision Pl Manual Logger @ Pl Integrator for Busi: @@ Admin - Plintegrator [} Pl Web APl Admin @@ PI Connector for UFL

O .|::>:|ZVision @ New Display

@ Display: Click Save icon

Search in Line 1
< Home
< Exercise 1

D Mixer 2

1. Browse or search for data in the Assets pane Q

2. Choose a symbol type like [ [=3]
3. Drag an Asset or Attribute from the Assets pane to the display

Attributes
- —rempes

Valve

|Usage-based Statisti I Usage-based Statistics

Daily Run Hours

MTD Run Hours

Previous Day Run Hours

Run Hours Since Maintenance

Valve Actuation Count Since Maintena...

YTD Run Hours

5. Select the Table symbol () at the top.

6. Dragand drop the Usage-based Statistics category on the display. You can right-click the table
that was added and select Configure Table, to keep only the Name, Value, and Units columns,
and customize the formatting of the display.

7. You can then add the Process Parameters with a Trend symbol (E]), and also use the custom

String Values Plot symbol (M) to show the Equipment Status attribute.
8. The end result could look similar to (note the tank symbol is coming from the Graphic Library

left-side pane (), under the Tanks section):
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Exercise 1 — Usage-based Maintenance (UbM)

Name Value
Mixer 1|Last Maintenance Date 3/26/2018 12:00:00 AM
M ixe r 1 Mixer 1|MTD Run Hours 55.643
Mixer 1|Previous Day Run Hours 16.244
50 9 Mixer 1|Run Hours Since Maintenance 14.827
Mixer 1|Valve Actuation Count Since Maintenance 16
Mixer 1|¥TD Run Hours 55.643

P o v

11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00

B Running W idle [ ] Failure

Note: The String Values Plot custom PI Vision symbol is not officially supported. However, this symbol
and several other useful symbols provide value and can be downloaded from GitHub:
(https://github.com/osisoft/P1-Vision-Custom-Symbols).

9. Once completed, use the Switch Asset drop-down to select another Mixer and see the new
values populate the display.

Switch Asset

10. It is possible to have the statistics for all four mixers side by side. Simply right-click the Table
symbol and select Convert to Collection...

33|Page


https://github.com/osisoft/PI-Vision-Custom-Symbols

Name Value Units
Mixer 1|Last Maintenance Date 3/26/2018 12:00:00 AM
Mixer 1|MTD Run Hours 54 977 h
" Mixer 1|Previous Day Ru| Configure Table... 244 h ]
Mixer 1|Run Hours Since| Add Navigation Link... 161 h

Mixer 1|Valve Actuation § Add Dynamic Search Criteria... | 15 count
n n

Convert to Cellection...

Switch Symbol to >

11. Make sure to resize the Collection symbol that was created to show all four (4) tables.

Name Value Units Name Value Units
Mixer 1|Last Maintenance Date 3/26/2018 12:00:00 AM Mixer 1|Last Maintenance Date 3/23/2018 12:00:00 AM

Mixer 1|MTD Run Hours 55.143 h Mixer 1/MTD Run Hours 7.5494 h
Mixer 1|Previous Day Run Hours 16.244 h Mixer 1|Previous Day Run Hours 0 h
Mixer 1|Run Hours Since Maintenant 14,327 h Mixer 1|Run Hours Since Maintenant 7.5494 h
Mixer 1|Valve Actuation Count Since 16 count Mixer 1/Valve Actuation Count Since 62 count
Name Value Units Name Value Units
Mixer 2|Last Maintenance Date 3/25/2018 12:00:00 AM Mixer 2|Last Maintenance Date 3/24/2018 12:00:00 AM

Mixer 2|MTD Run Hours 55.889 h Mixer 2|MTD Run Hours 7.4608 h
Mixer 2|Previous Day Run Hours 16.317 h Mixer 2|Previous Day Run Hours 0 h
Mixer 2|Run Hours Since Maintenant 30.733 h Mixer 2|Run Hours Since Maintenant 7.4608 h
Mixer 2|Valve Actuation Count Since 34 count Mixer 2|Valve Actuation Count Since 53 count

12. In order to show all four mixers, you may need to right-click the Collection that was created,
select the Edit Collection Criteria... and modify the Search Root field like in the below picture
(remember to check the Return All Descendants option):
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Exercise 1 — Usage-based Maintenance (UbM)

40

Edit Collection Criteria »

M|

Database Pl World 2018

* Search Root Exercise 1\Process...

Exercise 1\Process Area

«' | Return All Descendants

-00:00 ¢ » Asset Name

7.54
» Asset Type Selected
7 » Asset Category
* Number of Results 16
» Asset Order Ascending
:00:00
Refresh
7.
7.

Then click the Refresh button. Resize the symbol to show all four (4) mixers information.
13. Another way, to compare the statistics, but this time in one table, is to use the Asset
Comparison Table symbol.

Select the Asset Comparison Table symbol (E).
Drag the whole Usage-based Statistics attribute category on the display.
3. Search for mixer under the Process Area level in the hierarchy to find all
four mixers.
4. Using the Ctrl key, multi-select the four mixers.
5. Drag the four mixers over the Asset Comparison Table to add all four to
the symbol.
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O Pl Vision © New Display m ‘ PISCHOOL \student01 ‘ Q

@ Assets Ex1-Mixer * Asset: | Mixer 1 ¥ « Ad Hoc Display riﬁ' Miv

b B OE OB 0 ¥ BR @ Sy oy T L
o)
i}

[= 1

) Line 1 >
Q) Mixer 1
QD Mixer 2
Mixer1BA
Mixer2BA
) Line 2
) Mixer 1
& Mixer 2
Mixer1BA

11:00 12:00 13:00 14:00 15:00 16:00

P Running W dle [ ] Failure

Mixer 1 55.31 16.244 14.494 55.31

Attributes

Temperature
Valve
Usage-based Statistics
Daily Run Hours
MTD Run Hours

Previous Day Run Hours

F=l Run Hours Sinea Maintenanca 312612018 10:26:41 AM_| [ arerotsezsat Pm

Once all four assets are added, it is possible to order by one of the columns by clicking on the column

header of interest (make sure the display is not showing the edit symbol () in its upper-right corner
to use this functionality).

Previous D... | Run Hours. ..

Mixer 2 16.317
Mixer 1
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Exercise 2 — Condition-based Maintenance (CbM)

In this exercise, we assess the condition of an equipment by calculating metrics that can serve as leading
indicators of equipment failure or loss of efficiency — for example, bearing temperature to understand
the pump bearing condition.

We track the alerts for the bearing temperature and then discuss the use of Pl Notification to send an
email or use the web service delivery channel to notify a system (i.e. triggering a work order) for follow-
up action. The bearing temperature events are viewed in a watchlist in Pl Vision.

First, look at usage-based information in AF structure used for this exercise.

Step 1:  Exploring the Asset Framework structure
1. Open Pl System Explorer and connect to the Pl World 2018 AF database. If the top bar of the PI
System Explorer window does not show \\PI1\PI World 2018 already, then click on the top

toolbar button to select the Pl AF database.

Select Database -
o Mew Database > Delete Database 7 Database Properties &) Edit Security

Asset server: ‘W PI1 v - =

Databases:

[ Fiter p ~]
Name Description Last Modi.
.a Conflguration A store for configuration data. 3/26/201.
@) Data Generation 3/26/201.
@ MDB to AF Sync 3/23/201.
apl System Directory Database used for the PI System Directory 3/23/201.

= Pl World 2018 CBM and Condition Monitoring - Process vis-a... 3/26/201
£ m >
OK . Close

2. From Elements section of Pl System Explorer, explore the structure for Exercise 2 by drilling-
down under Exercise 2-3 > Pump Station > Pump01.

This pump station currently has five (5) pumps. A new sixth pump has been ordered and will soon
be installed.

Maintenance is important for these critical assets. Usage-based maintenance has already been
implemented, in a manner that we saw for the ice-cream mixers in Exercise 1.

3. From the Attributes tab of Pump01, explore the Maintenance Information section.
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Eile Search View Go JIools Help

a Database [ Query Date -® ﬁ o Back L) “J Check In *} « |2] Refresh |'@ Mew Element = | New Attribute

Elements Pump01
=~ g Elements | General | Child Elements | Attributes | Ports | Analyses | Notification Rules | Version |
|~ (3 Data Archive
+ - (3 Exercise 1 Filter
=}~ (3 Exercise 2
E- & Pump Station |l t B & R Name 4 Value
— 3 Pump01 B .. Category: Maintenance Information
— (9 Pump02 - :
— (@ Pump03 u —! Installation Date 4432017 10:00:00 PM
— 3 Pump04 L] —l Last Maintenance Date 1/27/2018 7:00:00 AM
— (@ Pump05 !
" (£ Element Searches J —1 Number of Starts Maintenance Trigger 2000 count
B4 7 Number of Starts Since Maintenance 196 count
B4 ¢ Operating Time Maintenance Status Mo maintenance needed
] | Operating Time Maintenance Trigger 10000 h
V' Elements B & ¥ Operating Time Since Installation 13043.6
! Event Frames + @ ¢ Operating Time Since Maintenance 1241.6 h

Number of starts and operating time (run hours) thresholds have been added and current totals
since the last maintenance can be evaluated to determine if maintenance is required based on those

C

4.

riteria.
Explore the analysis expression from the Analyses tab. The Usage-based Calculations analysis
evaluates the new totals on a regular basis and compares them to their limits.
Name Expression
Hc ce nstal d
g v TimeEq fu on result 5 S5 that before converting again to hou
Tnstallstiontntine IF 'Installation Date' > '*' THEN @
ELSE Convert(Convert(TimeEq('Pump Status','Installation Date','*',"ON"), "s"), “"h")
the numbe ; a t changed.
NumberofStarts you have or all "o 3 ", divide by 2
NumOfChanges('Pump Status','Last Maintenance Date','*')/2, "count")
g z Tin function results i need to define that before converting again to hours
Lastiieinthuatime IF 'Last Maintenance Date'
Else Convert(Convert(TimeEq('Pump Status','lLast Maintenance Date','*',"ON"), "s"), "h")
If LastMaintRuntime >= 'Operating Time Maintenance Trigger'
Status Or NumberofStarts >= 'Number of Starts Maintenance Trigger'
Then 1 Else @

In order to keep track of instances where the values violate threshold limits, you can configure

analysis to keep track of those as events. Using the Event Frame Generation option, events will
be generated to track what is relevant to you.

In this example, the usage-based statistics are tracked by the Usage-based Maintenance Event

analysis.
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Exercise 2 — Condition-based Maintenance (CbM)

fy  Efficiency Calculation (/] Analysis Type: B Rollup ele

H Pump Downtime Event Create a new nofification rule for Usage-based Maintenance Event

[v] fo _Summary Calculations [v]

ftd  Usage-based Calculations

SO
B 8 a

SO
B @

H Usage-based Maintenance Event

Event Frame Template: | Pump Maintenance Required -

Add.. v Evaluate

Name Expression True for Severity

5 Start triggers

OperatingTimeExceeded |'Operating Time Since Maintenance' »>= 'Operating Time Maintenance Trigger' Not Set Major d

NumberOfStartsExceeded| 'Number of Starts Since Maintenance' >= 'Number of Starts Maintenance Trigger' Not Set Major -

Step 2:  Monitoring the bearing temperature
In addition to usage-based metrics, we can also look at sensor data, say, a temperature. Bearing
temperatures for the pumps are available.

Under normal conditions, we know that the temperature should not exceed a defined high limit.

1. Look under the Attributes for Pump01 and expand the attributes under the Bearing
Temperature.

General Attribute Templates | ports | Analysis Temnlales' Notification Rule Templates

| ) Group_b'.r: +| Category |
| Filter 2 - Name: |Warning Limit
Z i @ & Name 4 Description Default Value @} |~ | Description:
B =l Category: Process Variables Properties: Hi
=] ’_,; Bearing Temperature 0°F |Process Limits
& Alarm Limit 200 °F degree Fahrenheit
- Alert Status 0 Single
—@ Alerts Count - 7 days 0 count Default Value: :155 of
_# Alerts Count - MTD 0 count ' | Data Reference: | <None>
—m Alerts Duration - 7 days 0h Settings...
—m@ Alerts Duration - MTD Oh
& Maximum 250 *F
—@ Minimum -40 °F
]
s Warning Limit 185 °F

The Warning Limit and Alarm Limit attributes define the high limits; they are configured with
the attribute trait Hi and HiHi respectively, as shown in the Properties field (this will be used in
Pl Vision).
Note the presence of placeholders for count and duration of temperature alerts; these will be
configured in the steps below.

2. Explore the Formula attribute named Alert Status. It is evaluating whether or not the bearing
temperature is above its warning limit, and if so turns to 1 (if T>=L then 1 else 0). This will be
used to count the number of occurrences and the duration of the alerts in the next step.
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Step 3

¥ Bearing Temperature

181.1977 °F

=1 Alerts Count - 7 days

—1 Alerts Count - MTD

. Alerts Duration - 7 days

=l Alerts Duration - MTD

i
%

0 count

0 count
0h
0Oh

Tracking high bearing temperature events

Value Type:
Value:

Data Reference:

Int16
|0

|Formula

Settings...

L=Upper Limit; UOM="F; T =..,U0OM="F;
if T>=L then 1 else 0

stepped=True

Using Event Frames, we can track the instances where the temperature exceeded its limits.

1. Navigate to the Analyses tab for Pump01 and create a new analysis named Pump High Bearing
Temperature.
2. Change the analysis type to Event Frame Generation.
3. Select the High Bearing Temperature Event event frame template.
4. Add a new Start Trigger from the Add... link.
5. Configure one Warning-level trigger and one Alarm-level trigger as shown in the below picture.
Name Expression
Warning 'Bearing Temperature' >= 'Bearing Temperature | Warning Limit'
Alarm 'Bearing Temperature' >= 'Bearing Temperature | Alarm Limit'
Pump01
| General | Child Elements | Attributes | Ports | Analyses |Notification Rules | Version |
ﬂ 1 = Name: I Pump High Bearing Temperature I 1
e e e A Description:
o = fea  Efficiency Calculation (] : Categories:
@ = <4 Pump Downtime Event Ef Expression Rollup e Event Frame Generation 2
¥ " < Analysis Type: -
o m H Pump High Bearing Temperature s5QC
i = fea  Summary Calculations V] Create a new notification rule for Pump High Bearing Temperature
I . — fo__Usage-based Calculations M
Event Frame Template: | High Bearing Temperature Event I 3 Izl
..l’-.-'Jd__ v 4 Evaluate
Name Expression True for Severity Value at Evaluatio Value
o _Start triggers
Warning 'Bearing Temperature'>='Bearing Temperature|Warning Limit' |5 minutes Minor -
4
Alarm 'Bearing Temperature'>='Bearing Temperature|Alarm Limit® 1 minutes Major -
5
7 Advanced Event Frame Settings...

Mulitiple start triggers are configured. Child event frames will be generated when the trigger changes. See documentation for more details.

Scheduling:

(@) Event-Triggered

Trigger on | Any Input

() Periodic

6

® Connected to the Pl Analysis Servici

40 |Page



Exercise 2 — Condition-based Maintenance (CbM)

Note: In the current example, the alarm-level trigger needs to be of a higher severity than the warning-
level trigger in order to become active. Furthermore, the True for (time true) option can be leveraged to
make sure valid alerts are being triggered.

6. Leave the scheduling as Event-Triggered on Any Input.

7. Optionally, you can store the start trigger name to an attribute of the event that will get
generated from this analysis.
You can also enable a Root Cause child event frame to be generated, in order to have an easy
window of time to look at the data (in Pl Vision) before the event occurred.

Advanced Event Frame Settings .
| Generate child root cause event frame before parent event frame starts
Duration: 15 | Minutes | ¥
MName: Root Cause
Category: -

Trigger Settings

| Save start trigger name to event frame attribute
Trigger Level

Save start trigger expression to event frame attribute

oK Cancel

8. Click the v Check In button from the top toolbar to save the changes, then right-click the Pump
High Bearing Temperature analysis and select Convert to Template to enable this analysis for all
pumps. Click the Hv Check In button once more.

9. Preview the results for PumpO01 by right-clicking the Pump High Bearing Temperature analysis
and selecting Preview Results. You can preview the last day (*-1d to *) by pressing the Generate
Results button to see if any alerts were present.
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Start Time: |*-1d

i

End Time: ['

i

Name

05IDemo - High Bearing Temperature Event 2018-03-26 11:25:00.000 - Pump01

Duration

00:35:00

Start time
3/26/2018 11:25:00 AM

End time

3/26/2018 12:00:00 PM

Severity Start trigger

Minor | Warning

Root Cause

00:15:00

3/26/2018 11:10:00 AM

3/26/2018 11:25:00 AM

MNone 0

05IDemao - High Bearing Temperature Event 2018-03-26 17:25:00.000 - Pump(1

00:35:00

3/26/2018 5:25:00 PM

3/26/2018 6:00:00 PM

Minor  |Warning

Root Cause

00:15:00

3/26/2018 5:10:00 PM

3/26/2018 5:25:00 PM

MNone 0

0SIDemao - High Bearing Temperature Event 2018-03-26 18:40:00.000 - Pump01

00:35:00

3/26/2018 6:40:00 PM

3/26/2018 7:15:00 PM

Minor  |Warning

Root Cause

00:15:00

3/26/2018 6:25:00 PM

3/26/2018 6:40:00 PM

Mone |0

0SIDemo - High Bearing Temperature Event 2018-03-26 19:50:00.000 - Pump01

00:40:00

3/26/2018 7:50:00 PM

3/26/2018 8:30:00 PM

Minor | Warning

Root Cause

00:15:00

3/26/2018 7:35:00 PM

3/26/2018 7:50:00 PM

Mone 0

0SIDemao - High Bearing Temperature Event 2018-03-26 22:50:00.000 - Pump01

00:35:00

3/26/2018 10:50:00 PM

3/26/2018 11:25:00 PM

Minor | Warning

Root Cause

00:15:00

3/26/2018 10:35:.00 PM

3/26/2018 10:50:00 PM

MNone 0

0SIDemao - High Bearing Temperature Event 2018-03-27 04:15:00.000 - Pump01

00:35:00

3/27/2018 4:15:00 AM

3/27/2018 4:50:00 AM

Minor | Warning

Root Cause

00:15:00

3/27/2018 4:00:00 AM

3/27/2018 4:15:.00 AM

Mone 0

0SIDemo - High Bearing Temperature Event 2018-03-27 06:40:00.000 - Pump01

00:35:00

3/27/2018 6:40:00 AM

3/27/2018 7:15:.00 AM

Minor | Warning

Root Cause

00:15:00

3/27/2018 6:25:00 AM

3/27/2018 6:40:00 AM

Mone 0

0SIDemo - High Bearing Temperature Event 2018-03-27 07:50:00.000 - Pump01

00:40:00

3/27/2018 7:50:00 AM

3/27/2018 8:30:00 AM

Minor  |Warning

Root Cause

00:15:00

3/27/2018 7:35:00 AM

3/27/2018 7:50:00 AM

Mone 0

Step 4:

Alerting on high bearing temperature events

Events are being tracked by the system, but a Notification can be configured to allow an email to be sent

or a web service call to be issued.

1. Switch to the Notification Rules tab of the Pump01 element.
2. Click the Pump High Bearing Temperature notification rule.
3. Click the Please configure trigger criteria for this notification rule link in the Trigger section.

Criteria

Pump01
| General | Child Elements | Attributes | Ports | Analyses | Notification Rules | version |
+ MName

G Pume Figh Bearing Temparature T

@ =

ﬂ Pump Usage-based Maintenance Analysis = Usage-based...

Please configure trigger criteria for this notification rule

4. Select the Pump High Bearing Temperature analysis and leave the rest to default values. Click

OK.
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Exercise 2 — Condition-based Maintenance (CbM)

Pump01
General | Child Elements | Attributes | Ports |Analvse| Notification Rules [rersion
4 ] MName: I Pump High Bearing Temperature I
®  ~ MName Criteria Description:
Q B A Pump High Bearing Temperature Analysis = Pump High Be... Categories:
o = A Pump Usage-based Maintenance Analysis = Usage-based...
Trigger ‘ Subscriptions

A notification will be triggered when an event frame is created that satisfies all of these criteria.

Referenced Element = Pump01

Analysis = Pump High Bearing Temperature

There are currently 0 subscribers to this Notification Rule.

I Viewy/Edit Subscriptions

View/Edit Trigger bnnaos Comnelz
5. Explore the Subscriptions section by clicking the View/Edit Subscriptions link on the right.
6. If triggered, the notification will send an email out to the Student account, using a format called
High Bearing Temperature. Click the pencil icon to verify what email format.
Pump High Bearing Temperature - Subscriptions
B Name Configuration Motify Option
= Student - Email High Bearing Temperature »] # | Event start W
Edit selected format

7. Before clicking the Test Send button, change the email address to an account where you can

receive emails — see Step 5 below.

Pump High Bearing Temperature - Message - High Bearing Temperature

Design |HTML Preview Plain Text Preview

4 4 &
Global User Interface 115 \* A" = = =
LR
Subject New Event Frame:Name for Target:Name !
Attachments E

Event: Event Frame:Name
Name:  Notification Rule:Name

Start Time: Event Frame:Start Time
Target: Target:Path
Severity: Event Frame:Severity

Content

AF Server Properties

Database Properties

Motification Rule Properties

Event Frame Properties

Event Frame Attributes Select an exan

v v v v

%

Test Send -

[ Referenced Element Properties
4 Referenced Element Attributes

Email Addres:

Use HTML

Bearing Temperature
s |name@email.com

TestSend |

Attribute Value

Time

Bearing Temperature|Alerts Count
Bearing Temperature|Alerts Durati
Bearing Temperature|Alerts Durati

ar

Bearing Temperature:Name || Bearing Temperature:Value At

Bearing Temperature:UOM

Bearing Temperature:Time Sta

Warning Level Bearing Temperature|Warning

Bearing Temperature|Warning

Alarm Level Bearing Temperature|Alarm Lim]

Bearing Temperature|Alarm Lin

View notification details:  Event Details Hyperlink:HyperIinkB
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Bearing Temperature|Minimum
Bearing Temperature|Warning Lim
Current Draw

Discharge Flow Rate

Filtered Hourly Flow Rate Average
Hersepower

Hourly Average Efficiency

Hourly Maximum Bearing Temper.

v v T Y T T T VT T T T T

Installation Date



8. Click Ok and Ok again to exit the windows.

9. Select the Pump High Bearing Temperature notification rule and click the Start button ( > ) to
start the rule, and click v Check In, then right-click the notification rule to select Convert to
Template and click v Check In again to save the changes.

When a new high bearing temperature event is generated, a notification will be triggered, and an
email will be sent out to the Student account’s email address.

Step 5:  (optional) Sending an email notification on a high bearing temperature alert
We will first change the email address of the Student to an account that you have access.

From PI System Explorer, navigate to the Contacts section (refer to the below picture).
Search for student in the contact search field.

Select the Student contact.
Modify its Email address field to reflect an email address you have access to.
Click the HwCheck In button to save the changes.

vk wN e

file View Go Tools Help 5.
@ Database [ Query Date - ®© @ @ Back ) |ﬂ, Check In|*2 ¢ |#] Refresh @
Contacts 2. Student

” Name: |Student

|| pescription: [
Department: |
= || Manager:
# & studento2 |
= & studento3 Web
- gsﬁenm Emal address: | |name@email.com 4.
# A studentns |
# 8 studentds IM address: |
= 8 studento?
# & studentos Phone numbers
# 8 studentog Business :
® A student10 phone
# 8 studenti1 Home phone:
® 8 student12 .
= & student13 Mgbile phone:

# & studentl4

= B dnmi

J Elements Pager:
Event Frames IF Phone:
Addresses

Postal address:

|
|
|
+ || Fax number: |
|
|

AFContactMNavigator
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The next triggering of the high bearing temperature should send you an email. Instead of waiting, we
will force the temperature to be too high.

6. Navigate to the Elements section and to the Exercise 2-3 > Pump Station > Pump01 element.

Select its Attributes tab.

7. Expand the Bearing Temperature attribute and modify the value of the Warning Limit attribute
to something lower like 100 °F. Then click the [Hv Check In button to save the changes.

Q

File Search View Go Tools Help

\WPITWPI World 2018 - Pl System Explorer (Administrator)

@ Database E Query Date ~ (0 G 0 Back ll; CheckIn %) « ﬁ Refresh @ Mew Element - 1] New Attribute
Elements Pump01
r_'a Elements -Genverall Child Element] | Attributes | forts ]ﬁnalyses[ﬂutlﬁnﬁon Rules | Version |
i~ @ Data Archive
<1-- @ Exercise 1 Fter
= [J Process Area
S @ Line 1 ]IIIQEName & Value
- @ Mixer 1
B Jca : Calculated Data
e @ Mixer 2 &) Cotegory
S @ Line 2 B & ¢ Fitered Hourly Flow Rate Average 171.0495 US gal/min
@ Mixer 1 B & ¢ Hourly Average Efficency 110.146 %
i e @ Mixer 2 /
i LK F ! °
L @ Exercise2-3 ™ Hourly Maximum Bearing Temperature 182.0715 °F
L] 4% Pump Status ON

=  Pumg Station
& Pump0l
o Fump02

® B & Pump Status - Numerical
B ) Category: Maintenance Information

® & ¢ Operating Time Mantenance Status

1

& Pump03
& Pumpos ] 21 Instalation Date 4/3/2017 10:00:00 PM
- @ Pump0s ® 21 Last Maintenance Date 3/27/2018 7:00:00 AM
£} Element Searches : r
) L] -1 Number of Starts Maintenance Trigger 2000 count
B & ¢ Number of Starts Since Maintenance 56 count

No maintenance needed

] 1 Operating Time Maintenance Trigger 10000 h
® & | ¢ Operating Time Since Instalation 3423.2h
® & | 7 Operating Time Since Maintenance 3796 h
B 2 Category: Process Variables
=] L & Bearing Temperature 179.5065 °F
® 2 Alarm Limit 200 °F
® 2 Aert Status 1
e & Aerts Count - 7 days Pt Created
D= & Alerts Count - MTD Pt Created
N ] &% Aerts Duration - 7 days Pt Created
Om @ Aerts Duration - MTD Pt Created
® 21 Masximum 250 °F
(J) Elements I = 40 °F i
~| Event Frames - F Warning Limit {100 °F I
1 Library = & Current Draw 19.42528 A
|e= Unit of Measure = &¥ Discharge Flow Rate 169.2637 US gal/min
8 Contacts & L & Suction Pressure 151.8557 psi
% Management < mn
Step 6:  Counting number and duration of bearing temperature alerts

For reporting or prioritization purposes, it is useful to have counts on the number of alerts an equipment
had over a certain time period.

Total duration of those alerts can also be used to identify equipment most under alert.
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1. We already have placeholders for those counters as part of the Bearing Temperature child
attributes.

_; Bearing Temperature
@ Alarm Limit
—m Alert Status
—m Alerts Count - 7 days
—# Alerts Count - MTD
=@ Alerts Duration - 7 days
—m Alerts Duration - MTD

2. Under the Analyses tab for Pump01, select the Count and Duration expression analysis. We
only need to complete the fourth variable and start the analysis.

3. Use the TimeEq() function to do so on the Alert Status attribute to calculate the total duration
the bearing temperature was in alert since the beginning of the month.

Name Expression

DurationMTD | TimeEq( 'Bearing Temperature|Alert Status','1l','*',1)/3600

4. Map the output to the right bearing temperature children attribute.

Pump01
General | Child Elements | Attributesl Ports | Analyses | Notification Rules | Version |
LI.IH > Name: Count and Duration
o B @& B Name Backfilling By | e
@ %0  Count and Duration = Categories: v
@ B (] miciency Calculation (/] ) (®) Expression (O Rollup () Event Frame Generation
@ B IH Pump Downtime Event I EE WE O sac
@ fea  Remaining Useful Life ~
Add a new variable =t
MName Expression Value at Evaluation Ve Output Attribute
Count7Days NumOfChanges('Bearing Temperature|Alert Bearing Temperature|Alerts Count - 7 ¢ ®
CountMTD NumOfChanges('Bearing Temperature|Alert Bearing Temperature|Alerts Count - M1 ®
Duration7Days TimeEq('Bearing Temperature|Alert Statu Bearing Temperature|Alerts Duration - ®
4
DurationMTD Type an expression Map ®

5. The scheduling is Periodic (5 minutes).
6. Click Evaluate to confirm the calculations are functioning properly.

Note: When writing an expression, the auto-complete feature will not suggest child attributes. They can
be added from the right-hand side panel:
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Add a new variable

E Evaluate . > Functions

Insert functions into the expression

E

NoOutput

Narmalmd

P

time startTime.

~

Name Expression Value at Evalu Va Output Attribute
Count7Days NumOfChanges('Be 31 31 | Bearing TemperaturelAlerts Count - 7 days ® [AII
l(ountHTD NumOfChanges( 'Be 109 10¢| Bearing Temperature|Alerts Count - MTD ®
Duration7Days |TimeEq('Bearing 14.583 14. | Bearing Temperature|Alerts Duration - 7 days |X) ,JNumOfChanaes
®

DurationMTD

It can also be added by typing the attribute name "Bearing Temperature|Alert Status' directly in the

expression field.

TimeEq( 'Bearing

26.25 26. | Bearing Temperature|Alerts Duration - MTD

_J) Attributes

Select an element and then insert a relative or absolute

path to one of its attributes into the expression

21 Alert Statusil € Relative

) Absolute

Alerts Count - 7 dave

7. Click v CheckIn, then the Start button ( > ) to start the analysis, then right-click the analysis to
select Convert to Template and click v Check In again to save the changes.

Step 7:

structure.

(Optional) Adding Pump06
In the current example, we have a Pump template. It includes the attributes, the analyses and
notification rules. Pump06 was recently added to the Pump Station and we need to add it to asset

1. Right-click the Pump Station element and select New > New Child Element.

Elements

=~ dh Elements
{9 Data Archive

+- () Exercise 1
=t~ 3 Exercise 2

w

5 Pu
5 Pu
5 Pu

& Py -,

5 Pu

(4, Element Searche]

New | 3
Convert v |

<)

Create or Update Data Reference

J, Categorize... Ey

Location... _—

B  Annotate.. .um
Find b

Make Root Node
2] Refresh

2. Select the Pump template and click OK.
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Step 8:

Choose Element Template -

Parent: :Purnp Station
Add child element using the reference type:

+ Composition
s Parent-Child

Element Template:
<Nome>
G Data Archive
(5 Mixer
£ Process Line

£ Pump Station

| ook | cancel

Under the General tab of the newly created element, rename the element to Pump06.
Switch to the Attributes tab and click the Hv Check In button, and then the Refresh button. The
tags are found and the analyses started.
o \\PIT\PI
Eile Search View Go Tools Help
@ Database [T Query Date -0 @ O Back P.f Check In |%) «'| 2] Refresh | J New Element -

Elements Pump0é&
~- &y Elements General |child Elements| Attributes | Ports | Analyses | ne
(9 Data Archive
. Pump0&
+- [ Exercise 1 Name: IL
=}~ (@ Exercise 2 Description:
= (3 Pump Station Temglate:  |Pump
5 Pump01 )
9 Pump02 Categories:
& Pump03 Extended Properties (0) Annotations (0)
ggumpg-; Find: Parents Children Event Frames
ump c .
# Pumpl6

(Optional) Visualizing counts and watchlist of events

An easy way to share this information is via Pl Vision. Use the below steps to build a new display, or use
the existing completed display (https://pil.pischool.int/PIVision/#/Displays/118/Ex2-BearingTemperatureAlerts).

1.

Open the Google Chrome web browser from the taskbar and click the Pl Vision link from the
bookmark tool bar or navigate to https://pil.pischool.int/PIVision.

Click the + New Display button in the upper right of the page to create a new display.

Use the Assets pane on the left hand side to reach PI World 2018 > Exercise 2-3 > Pump Station
> PumpO1.

Select the Asset Comparison Table symbol ().
Drill-down under the Bearing Temperature attribute from the Attributes section at the bottom.

Using the Ctrl or Shift key on your keyboard to multi-select, drag-and-drop the 7-days and MTD
count and duration attributes located under the Bearing Temperature attribute.
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O Pl Vision @ New Display D | PiscHooLstudentor | @
@  Assets Display: Click Save Icon
g B i

B [
)

@ Pump02

© Pump03 1. Browse or search for data in the Assets pane Q
& Pump04 2. Choose a symbol type like M [Z] '
3. Drag an Asset or Attribute from the Assets pane to the display

Attributes

= Warning Limit

<None>

[= Alert Status

GlesCasticers /? ‘Alerts Duration - 7 days
= Alerts Count - MTD  WAlerts Duration - MTD
[= Alerts Duration - 7 days

[= Alerts Duration - MTD

(= Maximum

[= Minimum

7. Once you have the proper attributes added for Pump01, drag-and-drop the other pumps
elements on the asset comparison table to add extra rows for those other pumps.

8. You can now order the pumps by their MTD hours in alert to understand which asset most
under alert condition; in the below example it is PumpO01.

Ex2-BearingTemperatureAlerts + Ad Hoc Display

Number and Duration of High Bearing Temperature Alerts

Assel Bearing Temperature|Alerts Count - 7 days  Bearing Temperature|Alerts Count - MTD  Bearing Temperature|Alerts Duration - 7 days  Bearing Temperature|Alerts Duration - MTD ¥
Pump01 azo0 110.0 152h 268h
Pump04 370 104.0 147h 260h
Pump2 230 980 121h 243h
Pumpd5 300 90.0 123h 220h
Pump03 230 970 87h 186h

Watchlist of High Bearing Temperature Alerts

Event Name Asset Start Time End Time Reason Acknowledged By Acknowiedged Date Acknowledgement
Fégh Beadng Temp 20150 PUMPO4 312712018 52500 AM V2772018 6:00:00 AM ¢
327052500
T ‘
- 271 277201 &
e PUMPO1 32712018 6:40.00 AM 32772018 7:15:00 AM Acknowledge
Te 118-0
s E\fa::\i,%:‘izzc & PUMPO1 3272018 7.50.00 AM 327/2018 8.30.:00 AM &
327075000
T Tosm ’
PUMI T8 T, AM 27201 AM
o oreom UNPOZ 32772018 75000 32772018 82500 Acknowledge
e : b g | rovovexe |
27050000 PUMPOS 2712018 9100-00 AM 32772018 9:40:00 AM e
High Bearing Temp_2018-0
il il PUMPO 32772018 8.00:00 AM 2712018 540,00 AM 4
3-27 09.00:00
High Bearing Temp_2018-0 PUMPO3 32712018 9:40-00 AM 2727/2018 10:15:00 AM & _
327 09.40:00 ' . b ’ = ’ Acknowledge
High Be: Te 2018-0
e PUMPO2 32712018 11:05:00 AM 32712018 11:30:00 AM ¢
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Note: You can change the Pl Vision display background color by right-clicking the background and
selecting Format Display.

9. Open the left-hand side Events pane and click the Create Events Table button to add a table

that can be used as a watchlist of recent high bearing temperature alerts.

O pi vision

Eﬂ Events Ex2-BearingTemperatureAlerts

kY i~ B Number and Duration of

ﬁ E& I Asset Bearing TemperaturejAlerts Count -
Pump(1
I]u‘l . . Pumpd4
« Automatically refresh the list
Pumpl2
Pumpls
Pump Downtime_2018-03-27 13:12:00 Pumgd3

3/27/2018 1:12:00 PM - 3/27/2018 1:48:00 PM
>

R Watchlist of High Bearing

High Bearing Temp_2018-03-27 0...

Ewvent Mame Agzet

High Bearing Temp_2018-0

PUMPD4
3.27 052500 B

>
High Bearing Temp_2018-03-270...
>

High Bearing Temp_2018-03-27 0...

PUMPD1

I High Bearing Temp_2018-0
| 3-27 06:40.00

I Hfj Create Events Table ‘I O Edit Search Criterla

High Bearing Temp_2018-0
3-27 07:50:00

PUMPD1

10. Right-click the Events Table to select Configure Table.
11. From the configuration pane that shows up, check to add the Reason, Acknowledged By, and
Acknowledged Date columns.
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Exercise 2 — Condition-based Maintenance (CbM)

isplay m | PiscHooLstudento1 | @

+ Ad Hoc Display @ M|

Configure Table

¥ Table Columns

Bearing
« Asset

Asset Path
Event Type
+ Start Time
+ End Time
Severity
J Duration
| # Reason
+ Acknowledged By
[#] Acknowledged Date

- | Acknowledgement

Default Sort Column

Start Time v

12. Make sure the Asset Name field has the Assets on Display radio button selected.
13. Click the Apply button at the bottom to confirm the changes.
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Display m | PIscHoOLstudento1 | @

+ Ad Hoc Display @ M|

Configure Table

» Event Name

Bearing .
; » Event Type and Attribute Value
| v Asset Name Assets on Display
1
1 Any
! —Sicied Asgeton Digplay
® Assets on Display
Specify
Mame:
By » Asset Type

{l » Eventstate

» Event Category

» Event Acknowledgment

» Event Comments

- » Event Duration

» Number of Results All Events
Search Mode

Events Active in Time Range
A

Return All Descendants

Apply I Reset

14. Resize the table so it shows all columns correctly.

Step 9:  (Optional) Acknowledging and entering reason code for the alerts

The bottom events table shows the active high bearing temperature events in the time range, defined
by the display time-bar at the bottom of the screen. The configuration of those events allows you to
acknowledge it, as well as to enter a reason code. Both functionalities can be performed from the event
table symbol. Acknowledging is useful when sending Notifications, where you need to confirm that they
are aware of the alert. The reason code value can leverage a reason tree to specify the cause of the
alert, if available.

1. Select one recent event and enter a reason code by clicking the ¢ button and selecting a
reason code from the reason tree.

Acknowladge

2. Click the l l button and confirm you can see your username and

acknowledgement time after you clicked it.

Evant Name Aszset Start Time End Time Reason Acknowledgad By Acknowledged Date Acknowledgemant

High Bearing Temp_2018-0

3.7 05-40-00 PUMPD1 32772018 6:40:00 AM 312712018 T15:00 AM Reasond I PISCHOOL \student(1 3272018 21811 PM Acknowledged
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Exercise 3 — Predictive Maintenance (PdM)

Exercise 3 — Predictive Maintenance (PdM)

Exercise 3a — Simple Predictive - Compressor efficiency

For certain classes of process equipment, their condition can be evaluated by monitoring some key
metrics, such as efficiency for a compressor, fouling for a heat-exchanger etc. Often, these metrics show
a pattern with time — and, linear, piece-wise linear or non-linear trend which can be extrapolated to
estimate remaining-useful-life.

Step 1:  Explore the PumpO1 efficiency attribute
1. Navigate to the Elements section - to Exercise 2-3 > Pump Station > PumpO01.
2. Inthe Attributes tab, the Hourly Average Efficiency attribute is calculated from an analysis
named Efficiency Calculation (listed in Analyses tab).
3. From the Attributes tab, right-click the Hourly Average Efficiency attribute and select the Trend

option. Modify the time range to visualize multiple days, for example from *-200d to *.
=] Trend = |

Start Time: [*-200H [EI] gna rme: - Bl EEE
. mp Station| Pump01]Hou ge Efficiency

160

120

100

20
9/25/2017 2:28:16 PM 200 days 4/13/2018 2:28:16 PM

‘Add preiwtes... | [ Add preonts... | | Traces.. | [ cose

This is not real-life pump data, but rather generated data for this lab. However, efficiency or performance
curves can look similar to the above.
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Step 2:  Create a natural log attribute of the efficiency
In order to have an easier way to estimate the remaining useful life using the efficiency attribute, we can
transform the curve into a linear slope using the natural log or In().

From the Attributes tab, click the New Attribute button from the top toolbar
Set the attribute name = Hourly Average Efficiency - Natural Log

Set the attribute category = Calculated Data

Type=Double, and use a Formula data reference with the following equation:

i

E=Hourly Average Efficiency;[In(E)]

L g] Refresh @ Mew Element -]: New Attribute Search Eleme

Pump01
[ General [ child Elements| Attributes | Ports | Analyses | Notification Rules | version |
Group by: (] Categd
Filter o] 'l ] Name: .Hourly Average Efficiency - Natural Log
|I ¢ @ & A Name “ Value Descrig@n ~ Description: .
B _) Category: Calculated Data Properties: | <None=>
® & | ¢ Fiered Hourly Flow Rate Average 171.0495 US galmin Categories: |Calculated Data
B & | & Hourly Average Efficiency 110.146 % Defaut UOM: | <None>
® ¢ | & Houry Maximum Bearing Temperature 182.0715 °F Value Type: [Double
| |
¢ _ Hourly Average Efficency - Natural Log I i4.70180713860468 Value: 4 FOLBUT1I060468 %
@ 7 :
¢ Pump Status ON Current pul Data Refer . | —
® R & Pump Status - Numerical 1 Current pul -
- _ Display Digits: 2
B _. Category: Maintenance Information =
= 21 Instalation Date 432017 10:00:00 PM Settings...
L =1 Last Maintenance Date 3/27/2018 7:00:00 AM E=Hourly Average Efficiency :[In(E]]
L] 21 Number of Starts Maintenance Trigger 2000 count

5. Right-click the newly created attribute and select the Trend option to validate that the curve
resembles a straight slope.
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Exercise 3a — Simple Predictive - Compressor efficiency

> Trend |- | e
Start Time: [*-2008 [e=][+ ] End Time: [ B (=] [«][=]

® Exarcise 2-3|Pump Station|Pump0.1|Hourly Average Efficiency - Natural Lag
4.21762

52

9/25/2017 2:53:19 PM 200 days 4/13/2018 2:53:19 PM

Add attrbutes... \ ‘MdEIPonls.. Traces... \ \ Close

6. Right-click the attribute again to select the Add Attribute to Template... option to add the
attribute to all pumps.
7. Click the Ev CheckIn button from the top toolbar to save the changes.

Step 3:  Calculate the Remaining Useful Life (RUL) for the Pump01
Use the linear regression function to calculate the slope and thus estimate when the efficiency curve
would cross a defined limit to give insight as to its remaining useful life, i.e. schedule maintenance.

1. Locate the Remaining Useful Life attribute from the Attributes tab of Pump01, under the
Calculated Data category.

2. Navigate to the Analyses tab of Pump01 and create a new Expression analysis named
Remaining Useful Life.

Pump01
| General | Child Elements | Attributesl Ports | Analyses | Notification Rules | Version ‘
‘ LI]H ] MName: Remaining Useful Life
o B @& B Name Backfilling ~ e
@ B fiw  Efficiency Calculation (V] - Categories:
@ o <  Pump Downtime Event . Analysis Type: (@) Expression () Rollup
O R R aIG DR T
b 0 ..... E‘ ............. qu ..... 5 umma ry caku‘atmns ........... -

3. We will use the linear regression LinRegr() function to calculate the slope and intercept of the
Hourly Average Efficiency - Natural Log attribute curve (use the below picture to assist you).
A time range of the last 7 days is used to calculate the slope, unless the last maintenance date is
within the last 7 days but could also be of various lengths depending on the nature of the data
used.
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LinRegr( 'Hourly Average Efficiency - Natural Log', '*-7d','*")

Note:
The LinRegr() function returns an array of three (3) values, the slope, the intercept, and the R2 value.

In order to extract the information of only one parameter of the array, we can use the result variable and
the [x], where x is the index of the parameter you wish to extract.

Refer to the function definition from the right-side panel for more details.

“u_n

Once we have the slope (often referred to as “a” or “m”), and the intercept (often referred to as
“b”), we can consider representing the trace with the expression and can determine
the time (x) where the trace would cross a certain limit of low efficiency (y).

We will need to transform the Low Efficiency limit using the log() function (natural log), like we
initially did for the Hourly Average Efficiency attribute.

4. Use the parameters taken from the result of the LinRegr() expression and the Low Efficiency
attribute to calculate the time (x) when this limit will be attained. This will be given by:

5. Map this result to the Remaining Useful Life attribute.

6. Schedule this calculation to trigger periodically, every 5 minutes.
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Exercise 3a — Simple Predictive - Compressor efficiency

Pump01

| General | Child Elements | m:tributesl Ports | Analyses | Notification Rules | Version |

FI
8@ B © B Name Backfilling -~
@ = fey  Efficiency Calculation o ~
@ = H Pump Downtime Event .

Name: Remaining Useful Life
Description:
Categories:

(@ Expression () Rollup
Analysis Type:

() Event Frame

O sac

Summary Calculations w
Add a new variable [
Name Expression Value at Evaluation Ve Output Attribute
StartReg Max('Last Maintenance Date','*-7d') 4/11/2018 1:58:22 PM 4| Map
LinearReg LinRegr('Hourly Average Efficiency - I|] [-2.6528E-07, 47272, 0.32926] | )| Map
Slope LinearReg[1] -2.6528E-07 -2.| Map
Intercept LinearReg[2] 4.7272 4.7| Map
RSquare LinearReg[3] 0.32926 0.3| Map
LimitNatLog Log('Hourly Average Efficiency|Low Ef: 3.6889 3.€| Map
RULDays (LimitNatLog-Intercept)/Slope /3600/2: 45.304 45| Remaining Useful Life

Evaluation Time: 4/18/2018 1:58:22 PM Last Trigger Time: 4/18/2018 1:55:00 PM Elapsed Evaluation Time: 1.9ms

Scheduling: () Event-Triggered @) Periodic
Period: 00h 05m 00s

® Connected to-

Usually, RSquare values less than 0.8 indicate a poor fit and may be due to the curvature assumption

and/or noise in the data

Name Expression

StartReg Max('Last Maintenance Date','*-7d")

LinearReg LinRegr('Hourly Average Efficiency - Natural Log',StartReg,'*')
Slope LinearReg[1]

Intercept LinearReg[2]

RSquare LinearReg[3]

LimitNatLog Log('Hourly Average Efficiency|Low Efficiency')

RULDays (LimitNatLog-Intercept)/Slope /3600/24
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7. Click the EvCheckIn button from the top toolbar to save the changes. Right-click the
Remaining Useful Life analysis to select Convert to Template, and then click the Hv Check In
button again to save the changes.

8. Navigate back to the Attributes tab and validate that you now have a value for the Remaining
Useful Life attribute of Pump01 (may take up to 5 minutes before a value is written).

Step 4:  Compare remaining useful life for all pumps
1. Navigate to the PI Vision display named Ex3-Remaining Useful Life by opening the Google
Chrome web browser, clicking the PI Vision shortcut from the top favorite toolbar, and then
clicking on the right display. Alternatively, navigate to the display using this link:
https://pil.pischool.int/PIVision/#/Displays/124/Ex3-Remaining-Useful-Life

2. Note the remaining useful life in days is displayed in the Asset Comparison symbol. You can click
on the column header for the remaining useful life to sort the column.
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Exercise 3b — Coal Pulverizer — APR (Advanced Pattern Recognition)

Exercise 3b — Coal Pulverizer — APR (Advanced Pattern Recognition)

In this exercise, we use OSlsoft Partner ECG’s APR (Advanced Pattern Recognition) based Predict-It to
monitor a coal pulverizer in a power generation plant.

APR uses similarity based modeling to compare the Pulverizer’s current operations with its historical
data and detects subtle changes in its run-time behavior to provide early warning fault detection.

Step 1: Pulverizer overview

Mill Variables
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Elements Exercise 3b - Pulverizer
| General | Child Elements | Attributes | Ports | Analyses | Notification Rules | version |
EJ Exercise 1 - Ice Cream Plant I Fiter
b Exerdse23 [//¢]8¢/8 nome a|vae —
i (§ Exercise 3b -Pulverizer
i @ Exerdse 4 B Category: Mechanical condition
) Fement-eures b ‘ & Roll 1deflectonmean  |0.38093in 13/19/2019 1:40:00 PM
b | Roll 1 defiection SD 0.026471in 3/19/2019 1:40:00 PM
b & Roll 2deflectionmean  |0.37642in 3/19/2019 1:40:00 PM
b & Roll 2 deflection SD 0.025342in 13/19/2019 1:40:00 PM
& Roll 3deflectonmean  0.40167n 3/19/2019 1:40:00 PM
& Roll 3 deflection SD 0.025463in 13/19/2019 1:40:00 PM
= Category: Process
& Air flow 3208.6 lb/min 13/19/2019 1:41:00 PM
b & Air flow % 140.22% 53/19/2019 1:38:00 PM
& Amps 463124 3/19/2019 1:38:00 PM
& Feed Delta P 18.6712inWC , 3/19/2019 1:41:00 PM
Y | & Feedrate 118,27 KPPH ;3/19/2019 1:42:00 PM
7 Elements o &7 Hot air damper pos 70.315 % E3/19/zo19 1:38:00 PM
+— Event Frames b & Tnletp 31.221inWC 3/19/2019 1:42:00 PM
[{-] Library & Tnlet T 476.45 deg F |3/19/2019 1:38:00 PM
|e=2 Unit of Measure ‘ & OutletP 21.173inWC 3/19/2019 1:42:00 PM
128 contact<

Step 2: Create a new model

1. Open Predict-It overview screen. ¥

2. Right click on the PI World 2019 folder to open the options menu. Select New and Model to
bring up the New Model screen.
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Exercise 3b — Coal Pulverizer — APR (Advanced Pattern Recognition)

File Edit View Tools System Help

Asset Navigator O~ x
[ No Filter [~]
x @
c:c v:za( Right-click on

4 P= System folder

b B Accet Types
4 [*® 05] LearninpL=ab (22
4.® Pulveriz Trend
%® Pulveriz Alarms Click "New"
Asset Logs
Madel Logs
Folder Overview

Select "Model™

NOTEFEOR

New 3

Edit 3

]

\

Report C

.{.:\
g

Permissions

Rename

Delete

= &

3. Type in a title to name the model. For this example, use “Pulverizer2”.

4. Hit the Create button next to the Model Name text box. This will open the Model Builder user
interface.
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File Edit View Tools System Help

Asset Mavigator O~ x " & 0S| Learning Lab - X
| No Filter |' | —Select Which Type of Model to Create - -
x @ ) 4 N
® O, Em O From Template
o rasssan ||| © % Ereyy © B from Temp
Madel Name Pulverizer?.l
4 P= System Create )
o
’ |F-. Asset Types | Import From
4 0511 ing Lab (22) .
() Pulveriz:'r Test (11) O 0 ProcessBock O % Trained Type in a Model
- . Name and click
&® Pulverizer Use Case (11) O B csv C @ Untrained "Create"
Maodel(s) will be created in: OSI Learning Lab
5.

PI1.

In the Model Builder, in the upper left-hand corner, it shows the currently selected Pl server i.e.

6. Next to the Pl server dropdown box is the Add Tags button. Click this to add tags to the current

model.
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Exercise 3b — Coal Pulverizer — APR (Advanced Pattern Recognition)

= d ﬂ ,!. ‘n}l & W |§ ' |"lr | Process Every §Minutes ~ Enter Deviation Alarmon 8 v outof 12 ~+ EnterAbsolute Alarmon 1+ outof 2~

Tags |Intervals | Data | Comelations | Resuts |

AT siorreien sonrine[7 ] enstinsl ] [RI[5] [Bomcrvon | (@ (] 0 ElhinTo

Low High Abs. Abs. Grou .
. " 5 L p Ouip Outp Higible For S Chart Chart
Min Max mmon B:l;aﬂon Low High Tol. | Tol% Numbe Tagr Enat Alam C Min Max

Click here to
add Pl tags
to model

Pl Server
information

Low High Qut of
Eng - . - Abs. Abs. Group Outp Qutpu Shov Chat  Chart
Tagname Unit Custom Description Min Max B;’\::atlon Bmahon High Tal. Tol % Numk Tagr Enabl .Elaar:rﬁe Charl Min Max /

7. Inthe search box, use “Name:*predictit_mill*. This will retrieve all tags related to the Pulverizer.
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=] Predict-It Model: Pulverizer2 (6) v3.0.10.3010 | e

A 0o @ 8T o |ProcessEvery SMinutes v EnterDeviation Alarmon 8~ outof 12~ | Enter Absolute Alarmon 1+ outof 2 |
Tags | Intervals | Data | Comelations | Resuts |
P (][] Dpuoprevien  sanime[7d | EnsTime[" I B0 _[winTol %

High
o 22

S Chat  Chatt
C Mn

Low
Tagname | 79 Custom DRtwgto M Max  Deviaton Tol. | Tolx | 50 | Sute) Quto) Exohle For

Mill Feed
Mill Motor Amps

P dPREDICTIT_MILL i
EDICTIT_MILL_10_}
CTIT_MILL_11_IN_|
P dPREDICTIT MILL_12
PREDICTIT_MILL _

Mill Inlet Temperature

15 results returned in 0. 1501427 seconds.

8. Select all and hit OK.

E@ﬂ LB > 1 & ¥ 7 . ProcessEvery 5Minutes ~ Enter Deviation Alarm on

9 ITags [Intervals | Data | Comelations | Resutts |

§ I

In the top menu bar, click on button to open the Constraints screen.

10. Set a constraint such that the model will run only if PREDICTIT_MILL_01_FDR > 50 and hit Save.
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Exercise 3b — Coal Pulverizer — APR (Advanced Pattern Recognition)

) - Predict-It Model: Pulverizer2 (6) v3.0.10.3010 * Unsaved Changes = |[= ==
=" B 4 m - I§ "7 1 ProcessEvery 5Minutes ~ Enter Deviation Alarmon § - outof 12~ | Enter Absolute Alarmon 1~ outof 2 - |
Tags |Intervals | Data | Comelationd | Resuts |
[ OaerNer  satme[ ] ensrimef ] @] 5K [5] oonevae
Low High Higible
Eng . " - . Mbs. Abs. Tag . Grou Qu Out S Chad Chart
Tagname Ty [ Custom Description Min  Max EE‘F’" E:Iv;a‘lu Lo Hoh Mege Tol Toln pon St For 2 i M

x 3 [d |[#] Tag name [] Tag Descriptor

Example: Run model if (M > 10 OR MW/ > SINUSOID)
{ PREDICTIT_MILL_O1_FDR = 50 )

O
O Run model if... PREDICTIT_MILL_O_FDR. 50 []Tag [] Evaluate TRUE if tag(s) in bad quality.

11. You may arrange the tag list in a specific order to suit your preference — perhaps on known
relationships among the tags. This makes interpreting the results easier.

For this example, we will leave the tags in the default order.

12. Click Next in the upper right-hand corner to move to the Intervals tab.

Step 3: Train the model
1. Select a time range for training.

For this exercise, use 07/01/2018 as the start time and 10/31/2018 as the end time.
Click Refresh in the middle of the dates.
This retrieves 4 months of Pulverizer data for training the model.
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« outof 12 = | Enter Absolute Alarmon 1~ outof 2~ @ [D)]

= =] H ! |u}| & :{;ﬂ |§ ‘ |‘T @ | Process Every 5Minutes = Enter Deviation Alarm on 8

100% x 100 ]2 x|

Intervals | Dats st - t
| <« |[7/13/2018 63521PM__[g~ | | Refresh | [10/31/2018 103621 AM @~ | [ = | [ Apply Constraint(s) to Training Data
— B Siep  Sia End

YT - 4
R A TR K TR

|< m

2. You can select training data by holding down Shift +Z, clicking on the desired starting point, and
dragging a selection window to the end point. Hold down Shift +Z, click near the beginning of

one of the trends and drag to the end of that trend.

a. Once atime range is selected, you can also go to the right-hand column and again adjust

the Start and End times.
b. The step can also be adjusted to set how often a data point is collected from the data

range. For this example, set the Step to 15m.

66 |Page



Exercise 3b — Coal Pulverizer — APR (Advanced Pattern Recognition)

100% x 100

E AL o & ® |7 ¢ ProcessEvery 5Minutes - EnterDeviation Alarmon 8 - outof 12 =~  EnterAbsolute Alarmon 1~ outof 2 = |©|

Ba —
ew X |

Tags | Intervals |Data | Comelations | Resuts |

[ =< | [/ /2018 73031AM [@~ ] | Refresh | [10/31/2018 73031AM - | [ > | ¥ Adply Constraint(s) to Training Data Add Interval

Hold down
Shift + Z, then click
and drag a window
from start to end of
desired time range

3.

Check the “Apply Constraint(s) to Training Data box on the right side. This will exclude any data
from the training matrix when the feeder rate is not above the 50 tons/hour specified in the
constraint. Click Next in the upper right-hand corner.

On the Correlations tab, click on the Show All Correlations button just above the Results tab
label.

ﬁﬂ L e ] & 8 7 5k ProcessEvery 5Minutes ~ Enter Deviat
Fit To Screen O R@IHE EE PI‘ 0.20 E@

| Tags | Intervals | Data | Comelations | Resuits | X: Roll 2 Standard Deviation.

Use the rho (p) button to display the correlation coefficients for each scatter plot.

The minimum correlation coefficient allowed into the training matrix is set next to the rho (p)
button. Ensure this value is set to 0.20.
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) Predict-It Model: Pulverizer2 (6) v3.0.103010 * Unsaved Changes =as
Gdd L WS

L {33| Process Every 5Minutes ~ EngecQeviation Alarmon 8  ~ outof 12 ~ | EnterAbsolute Alarmon 1~ outof 2~ [@JJ @
Fit To Screen @ B g @ £ [oss :@ 020 a

Tags [Intetvals[Daa

RRL | -

0.246 0272 021 0235 0223 0.156 0.184 0.141 m’;w-

0213 0219 0229 0238 0231 0.118 0.163 0.145 0242

L
0216 0218 0211 0223 0207 0.115 0.145 0.140 0263 PREDICTI

11
(R0 el R, )| )| - amki
0.176 0.168 0.169 0175 0.163 0.1 0.111 0.142 0203 0201 0323
81 8 084 8 0079 0.059 0.069 0.064 0.076 0.081 0.091
0073 0076 0073 0073 0.064 0.068 0.064 0072 0073 0.085
|
M et
0.185 0.185 0.185 0.191 0.183 0.101 0.128 0.130 0.180 0.185 0.176 0.155 0.080 0.080 PPTE'[’;E?’E“;;
REDICT(T,

6. Double-click on any X-Y scatter plot to enlarge it.
The corresponding time plots for the two variables are also displayed.
You can use any of the three trends to select data to be removed from the training matrix.
Lasso the points (click mouse-left button and drag to enclose the desired data points), the
Outlier Options box will pop up. Select Exclude to remove data.
Close the scatter plot when done.
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Exercise 3b — Coal Pulverizer — APR (Advanced Pattern Recognition)

w

Correlation Detail |;|£-

05 |

04

ection

03

ean

02 -

' . . } ; . . } ' . . . '
0.3 0.4 0.5 0.6
Raoll 3 Mean Deflection | PREDICTIT_MILL_R3_MEAN

0.6

0s i
04 I
ERES
02 %

01 F

Holl 3 Mean Deflection / PREDICTIT_MILL_R3_MEAN
T T T

28-Jul 14-Aug 30-Aug 15-5ep 1-Oet 17-0ct

Roll 2 Mean Deflection /| PREDICTIT_MILL_R2_MEAN
T T T

0.6

7.

8.

9.
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For this exercise, we will use the Multivariate Outliers function (above Correlations tab label) to
automatically remove any statistical outliers from the training matrix.
See image from item 7 above.

After the outliers have been removed, the remaining “normal operation” data is used for
training the model.

Click Next in the upper right-hand corner. This step prunes the selected data.

Once the data has been pruned, the model is ready to be trained.
Click Next again to train the model, the Results tab will automatically come up.

ge



Wil Fecdl ] el
PREDICTIT] [l . coe®

verwrite the current Low/High Deviation
Overwrite the current Chart Min/Max
Overwrite the current Group Number

-

Gane

Mill Inlet Pro|f Lo
PREDICTIT|H % ||f

Step 4: Model validation with historic fault data
1. The Results tab automatically runs the model for the last 3 days.
You can adjust the start and end time to run the model against historical data.

Fill in 11/01/2018 for the Start Time and 12/31/2018 for the End Time.
Make sure that “Auto” is checked for Interval.

2. Click Run Model under Time Plot Settings.
Time Plot Settings
[ ] Averages []Y Default I1DDi=x 100 vl ‘ Adapt Model ‘

[7] Deviations [ ] Health [] Single Plot
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Exercise 3b — Coal Pulverizer — APR (Advanced Pattern Recognition)

AL Ex B &8 7 | ProcessEvery SMinutes ~ EnterDeviation Alarmon & = outof 12 =~ | Enter Absolute Alarmon 1 = outof 2 =

Togs_|ntervati}Date— Corsistons | Resuts Fillinstartandend )\

Start Time: [11/1/2018 Time Plot Sets times. Make sure Auto

Comelation Settings
i e Intervalis checked and | | [ AcsptModel| [Ft To Screen v
End Time: [12/31/2018 ; hit "Run Model".

pterval: [ Auto or | 2885 Deviations [ 5] [ Run Model | ™} Run Model

3. You can observe that we can pick out the failure from the trends. Pay attention to variables that
could have indicated early warnings of the failure.

4. Focus on the time period of early warning. Change the Start Time to 11/25/2018 and the End
Time to 12/08/2018.

Uncheck “Auto” for Interval and set it to 20m.

5. Click Run Model under Time Plot Settings.

71| Page



A EH & M@ &[T o |ProcessEvery 5Minutes ~ EnterDeviationAlarmon 8 - outof 12 - |EnterAbsoluteAlarmon 1 - outof 2 -

Comelation Settings
)Y Defult [100%%100 | [AdaptModel |  [Fi To Screen V]

O single Pt [T e JCRuntiose T

6. Note that the Mill Motor Amps started to run higher than expected around Nov 30 and
continued to read high up to the point of failure. The Roll 2 Mean Deflection also deviates from
the expected value - and is lower than expected beginning around Dec 2.

Together, they indicate a possible bearing issue with Roll 2.

7. Roll 2 locked up on Dec 4. Note the reactions of other variables to this failure.
With APR, the first indication of a potential problem is noticeable as early as 5 days prior to the

ultimate failure.

Step 5: Model deployment for live data
The model used in Step 4 with historical data is also used for live data — and is active whenever the
PredictIT service (windows service) is running. No additional deployment is necessary.
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Exercise 4 — Condition assessment rules and asset health score

Exercise 4 — Condition assessment rules and asset health score

Objective
Apply the appropriate condition assessment rules to process/equipment measurements and calculate
an overall asset health score.

This Exercise is a walk-through; it does not include specific hands-on items

Solution

The solution uses Asset Framework Analytics capabilities to convert a “Raw Value” (Pl tag value) to a
normalized i.e. a “Case Value” (AF Attribute). And then, by applying a Weight%, it is transformed to a
Score.

Thus, each measurement gets a normalized weighted score (0 to 10) by applying a condition assessment
rule. And, then the normalized scores are rolled up to arrive at a composite asset health score. The
Weight% applied to each attribute depends on its contribution to the asset health.

The composite asset health score ranges from 0 to 10 (0=Good, 10=Bad)

Let’s use a Transformer - and consider the following:

= LTC counter operations (LTC= Load Tap Changer)
= LTC through neutral count

= DGA (dissolved gas analysis) detectable acetylene
= DGA High gas rate of change

= Low dielectric

= High water

= Low nitrogen pressure
For illustration, let’s use the first two, i.e. LTC counter operations and LTC through neutral.

The screen below shows a Transformer template.
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& F1world 2018
- . Templates
Bl (i Element Templates
(§ CBM_attribute_Score_Template
- (i Data Archive
b (g Mixer
- (i Process Line
- [ Pump
- (i Pump Station
- [ AssetHealth_Transformer
[ Event Frame Templates
(o™ a Model Templates

[#-- %@ Enumeration Sets
[+ ', Reference Types
- {8 Tables
- @ Table Connections
(= [_] Categories
&] Analysis Categories
,ﬂ] Attribute Categories
i~ @) Element Categories
L~ [ Notification Rule Categories
- | 2] Reference Type Categories
L~ @) Table Categories

7 Elements

= Attribute Templates | Ports | Analysis Templates i Notification Rule Templates

Fiter
/1 /8 name 4 Description Defaut Value
B L Category: <None>
& -y Health Score Overall Health Score “
B¢ 7 LTC Count 0
@ | i34 CaseValue Caclulated by Asset Analytics 0
g Limit 0
<% Raw Value Required, points to a PI Point 0
€ | 5y Score Score - normalized and weighted |0
- Zg Weight Weight percent contribution to ... |50 %
=R | % LTC Neutral Count 0
fo @ | g Case Value Caclulated by Asset Analytics 0
g Limit 0
% Raw Value Required, points to a PI Point 0
€ | =3 Score Score - normalized and weighted |0
=g Weight Weight percent contribution to ... |50 %

Individual attribute Case value calculation:
Note that the analysis uses “Raw Value” as input and writes to “Case Value”.

TRO1

| General | child Elements | Attributes | Ports | Analyses | Notification Rules | Version |

[ Eﬂ ] Name: LTCNeutralCountCaseValue
e B © Name '~ | ,, Description:
@ = fw  LTCCountCaseValue L] Categories:
@ = fto  LTCCountCScore = @) Expression () Rollup () Event Frame Generation
@ B fsd  LTCNeutralCountCaseValue Sualagivee sQC
@ =B féa  LTCNeutralCountCScore v
Add a new variable l—‘ rl Evaluate
Name Expression Output Attribute
variable1|if 'LTC Neutral Count|Raw Value' < 1@ then 8 else 2 //LTC thru’ neutral count |LTC Neutral Count]Case Valug¢

74| Page



Exercise 4 — Condition assessment rules and asset health score

Individual attribute weighted score:

TRO1
| General | child Elements | Attributes | Ports | Analyses | notification Rules | version |
’ Eﬂ ] ‘ Name: LTCNeutralCountCScore
o B O Name Backfilling ~ ESERie
@ = fw  LTCCountCScore Categories:
Q 53] j‘w LTCNeutralCountCaseValue _ ) (®) Expression Rollup ) Event Frame Generation
@ B fiw  LTCNeutralCountCScore | )| AnalysisType: - sQc
v
Add a new variable Evaluate
Name Expression Output Attribute
Variablel|'LTC Neutral Count|Case Value'*'LTC Neutral Count|Weight'/100 |L—I_TC Neutral Count|Score
Overall Health Score is a roll up of the individual Attribute scores:
TRO1
General | Child Elements | Attributes | Ports | Analyses | Notification Rules | version |
Lﬂ ™ ‘ Name: HealthScore
s = © Name Backfilling ~
® =B @ HealthScore ﬂ Categories:
@® =B féd  LTCCountCaseValue . (O Expression ®) Rollup ) Event Frame Gen
@ m fed  LTCCountCScore PSR ) SQC
@ = feo  LTCNeutralCountCaseValue v

Rollup attributes from

*) Child elements of TRO1 ®) This element - TRO1

To select attributes set criteria below
Attribute Name: Score
Attribute Level: Child Level

Attribute Category:

Select the function(s) to write to an attribute

Function Output(s)
(V] Sum Health Score
[ ] Average
[ ] Minimum
[] Maximum
[] Count
4 m

Value At Eva Value At Lasi |~

2
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Evaluated at: 4/20/2018 4:47:33 AM Last trigger time: 4/20/2018 4:47:19 AM

Name Parent Element
v LTC Count|Score TRO1
v LTC Neutral Coun... TRO1
LTC Count|Case V... TRO1
LTC Neutral Coun... TRO1
LTC Count|Limit TRO1
LTC Neutral Coun... TRO1
LTC Count|Raw V... TRO1
LTC Neutral Coun... TRO1
LTC Count|Weight TRO1
LTC Neutral Coun... TRO1

Categories
CBM Score
CBM Score

<| n

Show more attributes (Showing 10 of total 10 attributes: 2 items sele



And, as you configure Transformers using these templates, the composite health score is periodically

calculated by Pl System Asset Analytics.

Elements

- o & Elements
{J) Data Archive
- () Exercise 1
- () Exercise 2-3
+-- (J) Pump Station
{J) Exercise 3b
a
e @ TRO2
i 4 Element Searches

The composite health score for TRO1 is 2 i.e. asset is in good health (0=Good, 10=Bad).

TRO1

;General [ Child Elements: Attributes :Ports ]Anaryses l Notification Rules [ Versionl

Fiter
|I ¢ @9 A Name alvalue
B 2 Category: <None>
8 € | =] Health Score 2
® | LTccount {126
®= L &7 LTC Neutral Count

|79.1
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Have an idea how to
improve our products?

OSlsoft wants to hear
from you!

https://feedback.osisoft.com/
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OSIlsoft.

> P Welsle

Save the Datel!

OSlsoft Pl World Users Conference in Gothenburg, Sweden. September 16-19, 2019.

Register your interest now to receive updates and notification early bird registration opening.

https://pages.osisoft.com/UC-EMEA-Q3-19-PIWorldGBG-
RegisterYourlnterest RegisterYourlnterest-LP.html? ga=2.20661553.86037572.1539782043-
591736536.1533567354
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