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How to Use this Workbook

Each Main Heading describes a

/ high-level valuable learning topic.

1. Measuring the Process Against Database Values

Your objectives are skills you can

Objectives expect to learn in this segment.
e Create a PI ProcessBook I)A)Lv/
e Inserta Trend into a Display

e (Create an ODBC Dataset

1.1 Using ODBC DataSets

From Wikipedia
¢ ODBC (Open Database Conneciiviy | New Concepts are presented as

ystems (DEMS) TN |level 2 headings.

& dalabase managemer,

1.2 Group Question

The folloWmg question(s)s a .
chapter or section Throughout the class you will be
presented with questions and

challenges to help you learn.

Questions

1. What scenarios can vou think of where relagasaldas oot bo ool o DL D oo Bock
| gy The majority of your time will be
l spent learning new skills via

hands-on exercises, either in small | :
' / groups or on your own. :

1.3 Exercise - Create and Display

The following questions are intended to reinforce key information presented in this
chapter or section. The answers can be found in the next step-by-step instruction
section

Problem Description

Icons help you identify themes, like
The control system reports the current)) exercises, tOOIS’ tlpS, or

This number can change from0to 10d documentation references.

has its own target. high reject limit. and

User manuals and other materials used in class can be downloaded from
https://my.osisoft.com. Login to an OSlsoft customer portal account is required.

@ os.
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Software Versions Used in this Course and Document

Pl Software versions used in this course are:

Software
Pl Data Archive

Version ‘
2018 SP3 (3.4.430.460)

Pl System Management Tools

2018 SP3 (3.6.3.41)

PI Collective Manager

2018 SP2 (1.4.3.2)

Pl Asset Framework Server

2018 SP3 (2.10.6.195)

Pl Asset Framework Client

2018 SP3 Patch 1 (2.10.7.283)

P1 Buffer Subsystem

2018 SP2 (4.8.0.18)

Pl Interface Configuration Utility 1.5.0.7
Pl Interface for OPC DA 2.6.15.3
PI Interface for Random Simulator 3.5.0.2
Pl Interface for RampSoak Simulator 3.5.0.2
Pl Data Collection Manager 2.5.19.0
Pl Connector Relay 2.5.19.0
PI Connector for OPC UA 2.0.1.33

PI Vision

2019 (3.4.0.7)

Pl ProcessBook to PI Vision Migration Utility

2019 (1.0.0.3)

Pl SQL Data Access Server (RTQP Engine)

2018 SP3 (1.7.19246.2)

Pl Reference Library
PI Server Installation and Upgrade Guide

Explains how to install, upgrade or restore a Pl Data Archive and Pl Asset

Framework.

PI Data Archive Introduction to System Management Guide

Provides information on how to manage the many aspects of a Pl Data Archive.

Pl Data Archive Reference Guide

The Pl Data Archive Reference Guide provides a reference for the Pl Data Archive
command line utilities. It also discusses Pl Data Archive database files, performance

counters, and messages.

PI Data Archive Security Configuration Guide

This manual explains how to set up Windows Integrated Security on Pl Data Archive
servers, how and when to create Pl Mappings and PI Trusts, and how to improve PI

Data Archive security.

@@ os
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It discusses built-in Data Archive Identities and provides a table of access permissions
required for performing different Pl Data Archive tasks, as well as access permissions
required by specific Pl products.

PI Data Archive System Management Guide

This book provides detailed instructions for configuring, maintaining, and
troubleshooting your PI Data Archive. It also discusses other Pl components that are
relevant to Data Archive system management. These include PI Interfaces as well as
client tools that can be used to manage your Pl System.

PI Data Archive Applications User Guide

PI Data Archive Applications are a set of processing tools that help you get more out
of your data by automating specific processes.

Pl Asset Framework Client Installation and Upgrade Guide

Explains how to install or upgrade Pl AF Clients such as Pl System Explorer or PI
Builder MS Excel plug-in.

Pl Builder User Guide

Provides instructions how to use the functions of Pl Builder MS Excel plug-in like
creating, editing or deleting Pl Points or Asset Framework structure.

PI System Explorer User Guide
Provides guidance through all functionalities of Pl System Explorer application.
PI Interface for OPC DA User Guide

Provides detailed information about this specific interface and describes all
configuration options. Important document to set up the interface correctly.

DCOM Configuration Guide

Helps with configuration of DCOM security between Pl Interface for OPC DA and
remote OPC Server.

Pl Connector Administration User Guide

Explains the architecture, installation and configuration of PI Connector Relay and PI
Data Collection Manager and how to register the Pl Connectors to start data collection.

P1 Vision Installation and Administration Guide

Provides guidance how to install, configure and administer PI Vision for administrators.
P1 Vision User Guide

Explains functionalities of Pl Vision for user and how to build the visualization display.
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Terminology change

OSlsoft is revising its terminology to reflect the growth of the Pl System from its original single-
server architecture. In the revised terminology, Pl Data Archive refers to the component that
stores time-series data (formerly called Pl Server), and Pl Server refers to both Pl Data
Archive and Pl Asset Framework. This document uses the revised terminology.

(‘ . OSI Page 9
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1. Pl System Basics

1.1 Course structure

The course consists of instructor lead training with individual and group activities, coupled with
student exercises. You will need to be familiar with your own corporate network topology, and
the real-time data environment; including where the data originates and who can best take
advantage of the dissemination of this data.

During the course, you will:

o Install and configure a simple Pl System (Pl Server, Pl Interface for OPC DA, PI
Connector for OPC UA and PI Vision).

¢ Modify this simple system to form a High Availability Pl System with redundant PI
Data Archives and PI Interfaces for OPC DA.

e Learn about different Pl System architecture deployments.

1.2 Why PI? (What problem are you trying to solve?)

Many businesses realise there is a need to take closer control of their production processes.
Instead of weekly reports rolled up monthly, CEO’s are now requesting timely situation reports
so that efficiencies are introduced to ensure the profitability of the company. You have been
selected for the task of getting the key performance indicators and process data to the CEO
more quickly than is currently the case. Your site will be used as a pilot and when proven, your
solution will be rolled out across the enterprise.

Any solution must address the needs of all stakeholders - operators, process engineers,
maintenance engineers, site management and enterprise management — as efficiently as
possible. Current SCADA system operator stations are too expensive to roll out to non-
operations employees.

Before going too much further you must decide exactly what type of data the stakeholders
need and just where that data can be found in your organisation. All too often, planning and
analysis reports are created with static and inconsistent sources of information — so-called
‘silos of information’. Data may be currently locked in spreadsheets or a customized application
interface or is on the SCADA system and not easily accessible by mere mortals. You need to
unlock the source of this data and present it to all, easily, and in a timely manner.

This course will lead you into an examination of your users’ data requirements and will
examine the infrastructure required to meet those requirements. You will then install
components of the Pl System that demonstrate the way those sections interact to
provide you with skills that you use in your own environment.

First let’'s examine what the PI System is.
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1.3 What is the Pl System?

Objectives

e Define the components of the PI System
e Draw a diagram of the architecture of the Pl System

1.3.1 The PI System Described

The PI System collects, stores, and manages data from your plant or process. You connect
your data sources to one or more Data Collection computers. In turn, the Data Collection
computers get the data from your data sources and send it to the Pl Data Archive. The PI
Asset Framework (Pl AF) server is one method of accessing the Pl Data Archive server, and
there may be other Pl and non-PI servers. Users request data from the Pl AF Server or Pl
Data Archive for display in the client tools.

Generally, the parts involved in a Pl System are:

Table Lookup
Data Reference

Relational
Database

i

e =]
a\ Jr % f\)\ ha”
.2,” -

2 2 Bl

- >

-

4

Relational
Data

PI Connectors (1%'gen)

—_

Data - Data Buffer
Source Collection

Pl Connectors
(2"'gen)

Pl Connector Relay %

Pl Client

Pl Connector Relay
Pl Data Collection Manager

Pl Interfaces & Pl Connectors {1°gen)

Time Series
Data

Pl Data
Archive

e Source data is collected by a PI Interface or PI Connector application hosted on the
data acquisition computer.

¢ From the PI Interface the time series data is sent to the Pl Data Archive server (asset
data is referenced on the PI AF server) and stored.

e From the PI Connector (1% gen) the data is sent to the PI Data Archive with automatic
Pl Point creation and the data structure from data source is sent to Pl AF

(‘ . OSI Page 11
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e From PI Connector (2" gen) the data is sent to Pl Connector Relay and from it the
data is forwarded to Pl Data Archive and Pl AF. Pl Connector (2" gen) configuration is
managed via Pl Data Collection Manager.

e Data is read from the Pl System (Pl Data Archive and/or Pl AF server) by any
component of the PI Visualization Suite, such as Pl ProcessBook, PI DataLink or PI
Vision.

1.3.2 Architecture of a Typical Pl System

The PI architecture may be very simple. Some customers have as few as one interface or
connector feeding data to a PI Data Archive server. Everyone reads the PI Data Archive for
their data.

More complex systems may include Pl AF, Pl Notifications, Pl Asset Analytics, Pl Event
Frames, browser tools, redundancy and failover.

Pl Server = Pl Data Archive + Pl Asset Framework

- - -
Pl System
Netwrok Devices
IT Monitor
4 ™
Proces Controls
DCS/PLC/
SCADA/OPC
Pl Data Archive
\ {Collective) y q
Relational [ PIFD
Database [ - 450+ Pl Interfaces Database Pl Asset Analytics
L A 20+ PI Connectors Service
(Failover)
HTML Web | "
Service/ Pl [ - 2 [ '
Cloud Connect [q K L
Pl Vision
Pl Web API
.
Text/ Flat Files Pl Connector Relay
Pl Data Cellection Manager
T
Pl to PI/ ¥
Pl System [
Connector [ ﬁ
Process Control Demilitarized Zone
Data Sources Corporate Network

~ Network (PCN) ~— (DMZ) —

(@ osi-.:
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1.3.3 Architecture of Pl System Architecture, Planning and Implementation Course
In this class, each student has a virtual environment consisting of five servers:

PISRVO01 — Pre-installed MS SQL Server,
Pl AF, Pl Asset Analytics and Pl Data Archive for primary member of Pl Collective will be
installed.

PISRVO02 — Pre-installed Pl Data Archive for the secondary member of Pl Collective, pre-
installed PI ProcessBook and PI DataLink and Web Server (IIS). PI Vision will be installed.

PIINTO1 — Pre-installed OPC DA and OPC UA Servers,
Pl Interface for OPC DA and Pl Connector for OPC UA will be installed.

PIINTO2 — Pre-installed PI Interface for OPC DA for failover. Pl Connector Relay and PI Data
Collection Manager will be installed.

PIDC — Domain Controller. This server will not be touched during the class.

PIDC PIINTO1 PIINTO02

Pl Interface for OPC DA
Pl Connector for OPC UA
Pl Interface for Random Simulator
Pl Interface for RampSoak Simulator

Pl Connector Relay
Pl Data Collection Manager

PISCHOOL.INT Domain

Pl AF Server

= Pl Asset Analytics
&lsever PYiMary Pl Data Archive

Pl Vision

Wil be installed

PISRV01 PISRV02

(‘ (01 . Page 13
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1.4 PITime Syntax

In Pl there are two ways to specify time:

Fixed Time: An expression that signifies a specific date and time. Used when you want to
save a view of your Pl System data for a specific time in history.

Example: A user is creating a report that analyses an equipment failure event which occurred
on the 25th of July 2013 at 11 am, so 25-Jul-2013 11:00:00 AM

Reference Time: An expression that signifies a date and time relative to the current date and
time. Used when you want to create a dynamic view of your data, which can be used to view
data in real-time, or re-used on a periodic basis to create periodic reports.

Example: A user creates a report that summarizes weekly production totals. By using relative
time expressions, the user will be able to re-use this report every week, so define a start date
of “Monday” meaning start the report from last Monday.

Both Fixed Time and Reference Time can be used with Time Offsets; Time Offsets can be
used alone.

Fixed Time Syntax

A fixed time expression is an expression which includes a date, and optionally a time.

When the time component is omitted, Midnight is assumed. And midnight occurs at the
beginning of the day, not the end.

Expression Meaning

5-jan-92 12:34 12:34 p.m. on January 5, 1992
25-sep-12 00:00:00 (midnight) on September 25,
2012

The Pl System interprets many different formats for fixed time. In the event of an ambiguous
input, the Windows Region and Language settings of the computer where the PI Visualization
Tool is installed take precedence.

Note the following:

Region and
Language Format

Expression

Meaning

. . 00:00:00 (midnight) on
1/5/2015 English (United States) January 5th 2015
00:00:00 (midnight) on May
1/5/2015 Rest of the world 1st 2015

(@ os

Page 14



Pl System Basics

Reference Time Syntax

A reference-time abbreviation represents a time relative to the current time.

Abbreviation Meaning Reference time
* Now Current time
t today 00:00:00 (midnight) of the current day
y yesterday 00:00:00 (midnight) of the previous day
fri Friday 00:00:00 (midnight) on the most recent
Friday
may May 00:00:00 (midnight) on the current day
in May of the current year
apr-15 april-15 00:00:00 (midnight) on the 15th day of
April in the current year
YYYY Year 00:00:00 (midnight) on the current day
and month in year YYYY
M-D or M/D USA 00:00:00 (midnight) on the Dth day of
Or month M in the current year
D-M, D/IM The world
15 00:00:00 (midnight) on the 15th day of
the current month

Use the first three letters as an abbreviation for any day of the week and any month of the year.

For example:

Expression ‘ Meaning

thu

00:00:00 (midnight) on the most recent Thursday

MAR

00:00:00 (midnight) on the current day in March of

the current year

Time Offset

When specifying PI time use specific abbreviations that represent time units. These are used
in constructing Time Offsets as in the table.

(‘ OSlsoft.
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Abbreviation Time Unit ‘
S second
m minute
h hour
d day
mo month
y year
week

Specify the abbreviation, the full-time unit or the plural version of the time unit, such as s,
second, or seconds. Time offset is any of the time units with a valid value and a + or — sign

included, e.g. +8h.

Time offsets can be used alone in a time field or come with a fixed time or reference-time

abbreviation.

Time Offset Syntax

Reference Time or Fixed Time and Offset Expression

When included with a reference-time abbreviation or with a fixed time, a time offset adds or
subtracts from the specified time (indicated by either + or -) and a time unit with a value

Expression ‘ Meaning

*-1h One hour ago

t+8h 08:00:00 (8:00 a.m.) today

y-8h 16:00:00 (4:00 p.m.) the day before yesterday
mon+14.5h 14:30:00 (2:30 p.m.) last Monday

sat-1m 23:59:00 (11:59 p.m.) last Friday

1-Jan-20 - 1d Midnight 315 December 2019

Time Offsets Used Alone

Entered alone in a time field, time offsets specify a time relative to an implied reference time.
The implied reference time depends on the field where you enter the expression:

e For a start time, the reference time is the current clock time.

e For an end time, the reference time is the start time.
e For a single timestamp, the reference time is the current clock time.

Page 16
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Time field Expression Meaning

Start time -1d One day before the current clock
time (24 hours before the current
clock time)

End time +6h Six hours after the start time

End time -30m 30 minutes before the start time

Time stamp -15s 15 seconds before the current
clock time

Rules to Remember

Rule 1: You can only include a single time offset in an expression. Including multiple offsets
can lead to unpredictable results. For example, the following time expressions are not valid:

*+1d+4h
t-1d+12h

Rule 2: To define a time offset you must include a valid value with any time unit. Only for
seconds, minutes, or hours, you can specify a fractional value. You cannot specify fractional
values for other time units.

Rule 3: A fixed timestamp consists of the fields of Year, Month, Day and Time (hours,
minutes and seconds). If any of these fields are not specified in the PI time expression, the
following values will be assumed by default:

¢ |f Time is not specified, then the default value would be Midnight.

o If Day is not specified, then the default value would be Current Day.

¢ If Month is not specified, then the default value would be Current Month.
o |If Year is not specified, then the default value would be Current Year.

(‘ (01 . Page 17
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2. Pl System Environment Architecture

Objectives

Describe the Pl System components

Categorise users

Examine data in the Pl Data Archive and the Pl AF Server
Explain where each component can fit into your Enterprise
List the pros and cons of the various client tools

In this section, you will investigate your users and the data they require and develop an
understanding of the IT network topology required to support them.

2.1 Simple Pl System

At its simplest, Pl System is a data infrastructure. A simple Pl System consists of:
e The data source.

e The data collector for that data source. This may be PI Interface, PI Connector (1 Gen)
or Pl Connector (2" Gen) that requires additional Pl Connector Relay application.

e The PI Data Archive combined with its Pl Asset Framework server.

e An appropriate visualization tool on a PC or web browser.

~Te
-

Jo ok,
¥
@ e
Data
Source Data Collection Node: Pl Server
e PlInterface (Pl Data Archive /
» Pl Connector (1 Gen) Pl AF)

» Pl Connector (2" Gen) with
Pl Connector Relay

Client
PC
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The Pl System environment may be expanded to become a system like that represented

below:

Netwrok Devices
IT Monitor

Proces Controls
DCS/PLC!
SCADA/OPC

Relational
Database

HTML/ Web
Service/ Pl

Cloud Connect

Text/ Flat Files

Plto Pl
Interface/
Pl System
Connector

450+ Pl Interfaces
20+ PI Connectors
(Failover)

Data Sources

Process Control
— Network (PCN)

0]

Pl System

1)

Pl Data Archive
(Collective)

Pl Connector Relay
Pl Data Collection Manager

Demilitarized Zone
{DM2)

)

saL
(PIFD and other
DB}

Pl Vision
Pl Web API

Thin Client

—

Mobile Device

Pl AF Server
Application Service

[ S
Pl Asset Analytics
& Pl Notifications
Services

Pl Visualization
Suite

Corporate LAN Internet

Important: The PI System environment does not start with the system — it starts with the users
and what they need from their data.
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2.2 Directed Activity — Identify the Parts

In this part of the class, you will perform a learning activity to explore the different
concepts presented in this chapter or section. Your instructor will have
directions.

Activity Objectives
e Describe the PI System components

e Define the purpose of each component

Approach

Using the image on the previous page, answer the following questions:

1. Why are there two Server applications in a Pl Server?

2. What is the difference between smart and thin clients? Advantages or
disadvantages? Use the table at the next page to write down your ideas.

3. List some of the ways data gets into the Pl System.

Page 20 (‘ os'



Pl System Environment Architecture

Pros Cons
f’ I \i
Process Book
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2.3 Back to the Data - What Do Your Users Require?
Users’ data is any data associated with the diverse equipment required in the modern business
environment. This may be data such as:

e pump RPM,

e pump serial number,

¢ the date the pump had its impellor changed,

¢ running hours of the pump,

e calculated efficiency of the pump.

It can also record:
¢ the ping time between computers in corporate network,
e server CPU temperature,

e the memory requirements of a monitored business application.

Users may also require information about:
e equipment shutdown times,
e in-stream analysis,
¢ shift production limits,
e production totals,
e cost of production,
e data with time stamps in the future,
to name a few types of data.

The data are grossly categorized as:
e real-time data,
o derived (calculated) data,
e grouped (relational) data, or

o future data

Because of the differences in the rate of change of data, it is appropriate to store the data in
different ways.

¢ Real time & future data is best stored in a database that allows for fast storage, fast
retrieval and automatic compression such as the PI Data Archive.
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e Slow changing or static data may be better stored in relational databases structures,
or the asset centric elements found in the Pl Asset Framework (Pl AF) database.

e Calculated data may be stored in the PI Data Archive or derived as required in the PI
AF database with Pl Asset Analytics.

Numeric data stored in the PI Data Archive may be compressed to compact the historian, and
to facilitate data retrieval. All data stored in the historian is kept in files called archives. When
the CEO requests data, the structure of the archives facilitates the rapid retrieval of that data.

On the other hand, data in the Pl AF can be:
e Stored in the associated relational database.

e Derived as required from attributes and elements (Pl Asset Analytics) and stored back
into PI Data Archive, or

e Passed through from the Pl Data Archive historian.
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2.4 Combining Different Types of Data

The AF server provides several functions that are useful for building applications upon PI data
and other data. The most significant is asset centric and allows users to organize and structure
Pl data, as well as other, non-real time data according to objects with which the users are
familiar. These can be physical objects in their production processes like pumps, transformers,
grinding mills, or network hardware. These asset elements are flexible and allows hierarchical
modes. Pl AF asset elements can span Pl Data Archives, allowing users to organize and
search for Pl information across multiple Pl systems.

The element is a user-oriented object that contains attributes, which reference
o Time-series data from Pl Data Archive,
e configuration data,
e data from dissimilar systems.
Other features of Pl AF that allow users to leverage PI data include
e object-level security,
e searches,
e access to data from systems other than PI,
¢ the ability to scale to 100 million element attributes or more.
P1 AF also provides an underlying infrastructure for OSlsoft products such as:
¢ PI Notifications,
o Pl Asset Analytics,
e Pl Vision,
e Pl OLEDB Enterprise,
e PI SQL Client (ODBC, OLEDB, JDBC)
e Pl Web API.

You do not have to configure your entire Pl AF installation at once. Start with a manageable
area, such as same type of equipment, or part of a process, and expand the “model” over time.

When planning an Pl AF installation, consider the following questions:
o How will you map your company’s assets to AF elements?
o What attributes are required for each element?
e Are these attributes Pl data, constants, or calculations?
o Will you use templates to speed up definition of these elements?
o How will the asset hierarchy be structured?
e Do you need data from other databases as well as real-time (PI) data?

¢ What security is required?
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The PI System Explorer (PSE) is a tool used to see AF data. It connects to one AF database
at a time. In general, OSlsoft recommends the use of one AF database for your entire asset
framework. However, depending on your application, you may need multiple databases:

¢ Within a single company, different departments may prefer their own unigue databases
to handle their needs.

e A company with a database that handles current operations may have a second
database for testing purposes. Madifications implemented in the future are made and
tested on a testing database before transferring the structure to the production
database.

Pl AF requires a Microsoft SQL Server instance available at the time of installation. Pl AF
supports all SQL Server editions. Express edition can be installed on a shared computer,
together with PI AF and/or PI Data Archive software, or on a remote computer. MS SQL Server
Express edition comes with a free license. Scalability limitations make it more suitable for small
to medium-size installations.

With Pl Connectors, the structure on the data source is replicated to the Pl AF automatically.

ED Consult the PI Server Installation and Upgrade Guide for details.

Since Pl Server 2018 unified installer, Pl AF server is NO longer a required prerequisite for PI
Data Archive server installation.
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2.5 Data Sources

Data sources can be any measuring device generating data. They can be almost anything and
can connect to the interface data collection computers in a variety of ways. Examples of data
sources are:

e Distributed Control Systems (DCS’s),

e Programmable Logic Controllers (PLC’s),

e Laboratory Information Systems (LIM’S),

e Supervisory Control and Data Acquisition Systems (SCADA),
¢ Manual Loggers,

o EPA Data Loggers,

¢ Network Devices,

e Business Information (BI) Systems,

e Business Planning Databases.

To acquire data from these sources it is necessary to utilize a PI Interface or Pl Connector.
The interface or connector may be simple such as a file reader or complex, such as the
interface or connector that uses the OPC protocol. For more information on OPC, see
www.opcfoundation.org.

2.6 Data Collection Computers

Data Collection computers (also known as nodes) run one or more PI Interfaces and/or PI
Connectors. Pl Interfaces collect data from the targeted data source and send the collected
data to the PI Data Archive. Each different data source needs a PI Interface that can interpret
the protocol used by the source. OSlsoft has over 450 different interfaces.

Pl Connectors collects not only data from the targeted data source, but also checks the
structure and automatically create Pl Points, AF Elements and AF Attributes accordingly.
Currently there are over 20 Pl Connectors with more being developed.

To collect data from a source, the Pl Data Archive (and PI AF Server for Pl Connectors (1%
gen) and PI Connector Relay) security must be configured appropriately. The PI Interface itself
must be configured, as well as the attributes of the Pl Data Archive point - also known as a
tag, or more properly, the data stream. There is a correspondence between the metadata
(attributes) of the point in the PI Data Archive database and the point’s attributes in the data
source. Matching the two sets of point attributes is crucial to sustainable and timely data
collection by the PI Interface.

Pl Connectors (1%t gen) and PI Connector Relay for PI Connectors (2"¢ gen), as mentioned
above, create PI Points automatically, therefore the correspondence between the metadata is
handled by the same way. There are only several Pl Points attributes, which can be modified
after the creation by PI Connector or PI Connector Relay.

Necessary steps in collecting data are:
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e Ensure the network between the data source and the Pl Data Archive and Pl AF
servers is configured.

e Ensure the data source is working.
¢ Install and configure the appropriate PI Interface or PI Connector (1% gen).

e Orinstall Pl Connector (2"gen), Pl Connector Relay and PI Data Collection Manager
which is used for Pl Connector (2" gen) configuration.

¢ Create and configure points as required on the PI Data Archive for Pl Interface.

e Check that the points are receiving data.

These steps will be covered in detail later chapters.
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3. Pl System Planning

Objectives:

e Discuss Highly Available Systems
e What you need to get through firewalls
e Service accounts preparation

To ensure the integrity of your Pl environment steps must be taken to implement backups,
redundancy and high availability of the all components.

3.1 Pl Data Archive server High Availability

PI Data Archive High Availability (HA) enhances the reliability of the Pl Data Archive by
providing alternate sources of the same time-series data for users. Pl Data Archive Replication
enables alternate data sources by synchronizing the configuration of multiple servers. This
allows interfaces to buffer data to multiple servers with the same point configuration. PI Clients
can retrieve data from any of the servers without changing data references. You will be
implementing a highly available architecture on day 3.

ED Consult the PI Server Installation and Upgrade Guide for details.

3.2 PlInterface & Pl Connector (15t Gen) Failover

Pl Interfaces are based on a standard interface template (Unilnt) that can potentially support
interface failover. Depending on the data source, an interface can automatically switch
between redundant copies of the interface run on separate interface computers. This provides
uninterrupted collection of process data even when one of the interfaces is unable to collect
data for any reason. When maintenance, hardware failure, or network failure causes one
interface to become unavailable, the redundant interface automatically starts collecting and
buffering data to send to the Pl Server.

Unilnt interfaces can also restart without a connection to the Pl Server. As the interface runs,
it receives updates to the list of points and their parameters and writes the information—
including the point scan list—to a local disk file. Subsequent starts of the interface can use the
local copy of the point information to start up without a connection to the PI Server. This is
called “Disconnected startup” and is recommended for production interfaces.

PI Connectors (15tgen) that support failover work internally on a different principle, but the goal
is the same. To provide the uninterrupted data collection in case when the connection to data
source from one instance is broken or the instance stops working. Pl Connectors do not read
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the points from PI Data Archive and do not store the point parameters in a local disk file, thus
do not need connection to Pl Data Archive or Pl AF Server to be able to start. Therefore, we

can say they always run in “Disconnected Startup”

Each PI Interface or Pl Connector (1% gen) manual has comprehensive details of
implement failover.

how to

There is currently NO FAILOVER support for PI Connector (2" gen) and Pl Connector Relay.

3.3 Planning for Security

Objectives
e Introduce PI security
¢ Understand how network and environment affect Pl Security.
e Discuss Pl Mappings
¢ Introduce Group Managed Service Accounts (gMSA)

3.3.1 Whatis Security?

Computer security has two parts:

Authentication Who is the user, and how do we confirm that the
user is really whom she says?
Authorization What is the user allowed to do?

Security is always a balance.

Secure Easy to Use

You want to use what is most secure, easy to configure, and provide for minimal Maintenance.
That is why we suggest using Windows Active Directory security. It is something that you

probably have now in your domains and can easily accommodate the Pl System. We
Windows Integrated Security.

call this

To connect to the Pl AF SQL database OSlsoft recommends that you use Windows
authentication because it is more secure than SQL Server authentication. Objects and their
effective permissions are based on the Windows user identity. The permission sets for all users

(@ osi
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are stored as Windows security descriptors associated with certain types of objects and
collections within Pl AF.

3.3.2 Securing the Environment and the Server

The PI System is consistent with, and best supported by, implementation in a corporate
network secured computing environment. This usually includes:

Domain security for users, directories, and applications
Router security including router-based firewalls

Antivirus programs and regular operating system patches
Controlled access by remote parties

Fixed IP addresses are usually applied to interface computers and server computers, while
DHCP IP addresses is the norm for user clients. Pl System is usually implemented in domains
and all data communications to Pl System are through TCP/IP response packets. However, Pl
System data can be accessed without joining the domain since file access in the Pl Data
Archive server from any remote computer is unnecessary. Pl Server’s lookup server name can
be entered into the Domain Name Server associated with its fixed IP address. Pl System can
stand alone, sharing no files and inaccessible by anyone except the local computer
administrator and users. This access can be provided by remote terminal client services.

Install the server in a secured area with a locked door.

Have uninterruptible power supply and air conditioning.

Have unique passwords for both the local administrator and the piadmin Pl user.
Have a screen saver, which locks out idle sessions and requires password re-entry.
Do not use the Pl Server computer to access the Internet via a browser. Instead,
download the required files on another computer and transfer them by flash drive or
other media.

e Do not install client software (Microsoft Office, Pl ProcessBook, etc.) on your server.
This will encourage the server’s use as a client and is not recommended.




Pl System Planning

3.3.3 How Things Connect to the PI System

In order to plan where things will “live” in your Enterprise it is important to understand how
connections are made to the various parts of the Pl System.

Netwrok Devices
IT Monitor

Proces Controls
DCS/PLC/
SCADA/OPC

Relational
Database

HTML/ Web
Service/ Pl
Cloud Connect

Text/ Flat Files

Plto Pl
Interface/
Pl System
Connector

[

b b0

[§ .

L

[ i

i

J

Data Sources

450+ Pl Interfaces
20+ Pl Connectors
(Failover)

Process Control
Network (PCN)

J

Pl System

[/

Pl Data Archive
(Collective)

)

DB)

Pl Vision

>
( Pl Web API

P! Connector Relay
Pl Data Collection Manager

Demilitarized Zone
(DMZ)

Pl AF Server
Application Service

Pl Visualization

Q:a Llile

Corporate LAN

(PIFD and other

Pl Asset Analytics
& Pl Notifications
Services

0

28N

Thin Client

— 1

Mobile Device

Internet

e Pl Interfaces can connect using a Pl TRUST or WINDOWS INTEGRATED
SECURITY (since PI API for WIS) via Domain User Account or preferably Group
Managed Service Account (gMSA) for authentication.

e Pl Connectors must connect to Data Archive and AF via WINDOWS INTEGRATED
SECURITY via Domain User Account or preferably Group Managed Service

Account (gMSA) for authentication.

e Users must connect to the PI Data Archive Server using WINDOWS INTEGRATED
SECURITY. (Legacy Explicit Login and Pl Trust are not recommended) via Domain
User Account.

e Users must connect to Pl AF and our thin clients using WINDOWS INTEGRATED
SECURITY via Domain User Account.

What implications does this have in your domain?
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3.4 Group Managed Service Account (gMSA)

3.4.1 Introduction

Although introduced in Windows Server 2012, the Group Managed Service Account (gMSA)
still has low adoption within the enterprises. This section will highlight the benefits of gMSAs
and how to create and configure them within the domain.

Built-in accounts such as NetworkService or LocalSystem have decent password
management, are simple to use, and can easily run a service or an Application Pool. However,
outside the machine boundary, they take on the identity of their host machine
(COMPUTERNAMES). This limits their usefulness outside the machine itself, as granting
access to a computer object inevitably gives access to all other built-in identities on the
computer (and all the services they're running!).

Many companies use standard domain accounts instead, but these accounts suffer from very
poor password management (entropy, expiration/resetting, maintenance). Moreover, standard
domain accounts' passwords are inevitably exposed to both users (who need to regularly
interact with the passwords - typing or copy/pasting) and computers (passwords are stored
locally).

gMSAs combine the best of both worlds:
e Automatic password management with secure & centralized storage

e gMSA's password is calculated on-demand by Domain Controller's Key Distribution
Service (KDS)

e Automatic password changes are done periodically.

¢ In contrast to passwords used by standard domain user accounts, gMSA passwords
are not stored locally on computers nor exposed to users.

The main reasons why the gMSA is not widely adopted could be:

e Creation, configuration and maintenance of gMSA can only be done via PowerShell.
There is no GUI in Active Directory Users and Computers that would allow you to create
the accounts. You will only see them once created.

Name Type

-E:* SVC-PIAF msD5-GroupManagedServiceAccount
i:f‘itrS'.;'C-PI.ﬂ.NLL\rT msD5-GroupManagedServiceAccount
E" SVC-PIBUFFER msDS-GroupManagedServiceAccount
ﬁE;S'u'C-F‘ICDN msD5-GroupManagedServiceAccount
1€ SVC-PIDA msDS-GroupManagedServiceAccount
'E:? SVC-PIDCM msDS-GroupManagedServiceAccount
;E“;:ETS'.,'C-PIINT msD5-GroupManagedServiceAccount
[{h SVC-PIRELAY msD5-GroupManagedServiceAccount
ﬁb{ SVC-PIRTOP msDS-GroupManagedServiceAccount
15k SVC-PIWEB msD5-GroupManagedServiceAccount

e gMSA denies interactive logon. The application of gMSA is limited only to Windows
Services.
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e Not all PI System applications accept gMSA during installation. But there are
workarounds described in the exercises how to implement it.

3.4.2 Provisioning and deployment

In order to be able to deploy gMSA there are prerequisites need to be met:
e Windows Server 2012 or later installed on at least one Domain Controller.

e Windows Server 2012 or later installed on the machines hosting services that will use
the gMSA.

e Key Distribution Service (KDS) Root Key must exist to enable gMSA creation.

Creating the KDS Root Key is done via the PowerShell command:

If (-Not (Get-KdsRootKey)) {
Add-KdsRootKey }

By default, it takes 10 hours until the KDS Root Key is in effect (to provide sufficient time to
replicate the key in larger domains). However, in the course or test environment, it can be
forced to be effective immediately.

If (-Not (Get-KdsRootKey)) {
Add-KdsRootKey -EffectiveTime ((get-date).addhours(-10)) }

To create gMSA use New-ADServiceAccount PowerShell cmdlet and specify at least:
e Name: gMSA account name (must be fewer than 15 characters — avoid $,#,@ etc.)
o DNSHostName: gMSA DNS account name (FQDN of the gMSA)

e PrincipalsAllowedToRetrieveManagedPassword: Principals allowed to obtain
gMSA’s password. For manageability, it's best practice to create a Domain Group (type:
Security) and add the machines hosting services the that will run under the gMSA.
However, it's also possible to specify the computer(s) directly

For example, Powershell command to create gMSA account for Pl AF Application Service will
look like this:

New-ADServiceAccount -Name SVC-PIAF -DNSHostName SVC-PIAF.pischool.int
-PrincipalsAllowedToRetrieveManagedPassword PASSWORD

All subsequent gMSA accounts that will be used in this course were created by the same
command with appropriate -Name and -DNSHostName parameter.

PASSWORD is the Domain Group type Security where machine accounts are added. This
means, it is possible to use the gMSA account only on the servers which are members of this
group. Any other server is not allowed to retrieve the password from Domain Controller.
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PASSWORD Properties ? X

General Members  Member OF  Managed By

Members:
Name Active Directory Domain Services Folder
i PIINTOT PISCHOOL, INT/Computers
& PINTO2 PISCHOOL. INT/Computers
1% PISRVD PISCHOOL.INT/Computers

A PISRVID2 PISCHOOL INT Compaters

For more information, please see Microsoft Docs page Group Managed Service Accounts
Overview.

3.4.3 gMSA in Pl Environment

When specifying gMSA identity (always with “$” symbol in the end, same as for computer
account) in Services Manager snap in or in IIS Manager, simply type in the name of the account
and leave the password box blank:

Pl Web APl Properties (Local Computer) *

General Hecovew Dependencies

Logon as:
() Local System sgcount

Allow service Vg interact with desktop

(@ This account: [PISCHOOL\SVCPIWEBY | | Browse...

Name I FiVision5erviceAppFPool I

-

| | Password: | |

| Set Credentials ? X Confirm password: | |

(O Buif User name:
PISCHOOL\SVC-PIWERSY

Password:

)

.
'a]
) =

|

Confirm password:

(]

L

TUTETTrT o TOTT TETTITITTET

After the Log On account of a Service is set to gMSA, the Log On tab will be permanently
unavailable (greyed out). To fix this, open an elevated Command Prompt and execute:

sc managedaccount <ServiceName> false

(@ osi-.:
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Here is the short summary how gMSA can be applied to Pl System applications:

PI Data Archive (2017 R2 and later)

e Use Services Manager or PowerShell to switch Pl Network Manager service (pinetmgr)
to run under the gMSA. Older PI Data Archives do not support custom accounts.

Pl AF Server, Pl Analysis Service, Pl Notifications Service, Pl SQL DAS (RTQP)
e gMSA accounts are accepted by Pl Server installation kit during installation.
Pl Vision

e Use IIS Manager or PowerShell to switch PI Vision Application Pools to run under
gMSA

Pl Web API (2017 and later)
e Run through PI Web API Admin Utility and select the default NT Service accounts.

o Use Services Manager or PowerShell to switch Pl Web API and Pl Web API Crawler
services to run under the gMSA.

e Re-run Pl Web API Admin Utility and make no changes. Utility will automatically grant
all required permissions to gMSA.

Pl Interfaces
e Use Services Manager or PowerShell to switch the service to run under gMSA
Pl Buffer Subsystem

e |If already configured: Add gMSA account to Pl Buffering Administrators local group and
then use Services Manager or PowerShell to switch the service to run under gMSA and
restart the service

e If about to be configured: Use Services Manager or PowerShell to switch the service to
run under gMSA, add the gMSA to PI Buffering Administrators local group and then
finish the configuration in PI Buffering Manager.

PI Connectors, Pl Connector Relay, Pl Data Collection Manager

e Addthe gMSA to Pl Connector Administrators or Pl Trusted Installers local group. Then
use Services Manager or PowerShell to switch the services to run under gMSA.

3.4.4 MSA vs. gMSA

Managed Service Account is an older type of account than Group Managed Service Account.
It was introduced in Windows Server 2008 R2. It is working on a similar principle as gMSA,
but it has limitations such as MSA account is bound only to one computer and it cannot be
used on other computers. It cannot be shared in clustered services and in load-balanced
services in a web farm.
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4. Pl Server Requirements

Objectives:

e Define the hardware requirements of the PI Data Archive
e Define the hardware requirements of the Pl AF Server
e Describe the virtualization support for the PI System

4.1

On OSlsoft’'s Customer Portal MS Excel spreadsheet ‘Hardware and Pl System Sizing

Hardware Sizing

Recommendation Spreadsheet” can be found and downloaded (link)

This spreadsheet gives recommendations for the following hardware resources based on

current or anticipated load and data volume.

e Storage Capacity
e Disk Throughput (IOPS)

e CPU Count

e Memory (RAM)

¢ Network Bandwidth

The amount of disk space required depends primarily on the number of PI points that the PI

system will collect. See below to calculate the necessary disk space.

Pl Data Archive
Component

Space Requirement

Notes

PI Data Archive and PI
Software Development Kit
(P1 SDK)

160 MB

100 MB temporary disk space
for installation

Pl SDK includes the Pl API.

Pl Data Archive
databases

11 MB per 1000 points + 1 MB

Located on the same computer as the PI
Server.

Message log files

10 MB

Located on the same computer as Pl
Server, in the pi\log directory.

Pl Archive files

10 MB per 1000 points

Pl event queue

5 MB per 1000 points

OSilsoft recommends that you place the
event queue on a different physical drive
from the PI archive files.

Rollback backup (upgrade
only)

Size of Pl Data Archive
databases + primary archive

The PI Archive setup program performs a
minimal backup during the upgrade.

For Pl Data Archive, Pl AF server, and Microsoft SQL Server, one or more Microsoft Windows

compatible computers, with a 64-bit operating system is required.

Page 36

(@ osi-o.



https://customers.osisoft.com/
https://customers.osisoft.com/s/productcontent?id=a7R1I000000Xz7KUAS

Pl Server Requirements

For best performance and improved security, OSlsoft recommends that you install MS SQL
Server on a different computer from PI Server. If you plan to install MS SQL Server on the
same node as the Pl Data Archive, the SQL Express Edition should be installed so that the
MS SQL Server does not compete with system resources of the Pl Server. The MS SQL
Express Edition is limited to using only a single physical CPU and 1 GB of RAM.

It is recommended that the Pl AF server and Pl Data Archive server be installed on different
computers if:

o PI AF server will use time-series data from multiple PI Servers

e Pl AF server is configured for high availability (such as a load balanced Pl AF server,
Pl AF servers connected to a mirrored MS SQL Server, or Pl AF servers connected to
clustered MS SQL Servers).

The number of required computers depends on the size and complexity of the Pl System. The
size of a Pl System depends on the number of Pl points and the number of units (elements) of
equipment (such as mixers, tanks, or meters or whatever else you have added into the asset
database).

A simple, small system will have the Pl Data Archive, the Pl AF Server and MS SQL Server
(the free MS SQL Server Express may be used) installed on the same hardware (or virtualised)
server, as shown below:

| Process Control
Network

SQL Server
Edition:

E Express
E Standard
E Enterprise

0L server

For distributed systems with large workloads and point counts, and with multiple Pl Servers or
PI Data Archive Server collectives that link to a central PI AF database, OSlsoft recommends
that you install Pl Data Archive Server collectives with two PI AF Servers with a Network Load
Balancer over them, and Microsoft SQL Server on separate, redundant computers to achieve
the best level of performance and scalability. This type of system is depicted below:
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Pl Process Control
Network

( TCP/IP Network Load ]
Balancer

0 Primary member of
collective

Secondary member
of collective

SQL Server
Edition:

Express

m Standard

J m Enterprise
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5.Installing the PI Server

Objectives

5.1

Review the pre-installation check list

Describe the steps to obtain a License File

Know the installation steps of PI Server

Become familiar with the directory structure of Pl Data Archive (PI folder)
Start and stop the PI Data Archive server

Pre-installation Checks

It is critical that you perform the pre-installation checks. If you neglect this step in some cases
you will get an error, and in others, the installation will stop.

O-

5.2

Log on as Administrator (or with administrative privileges). The installer must be
either the administrator or member of the local Administrators group. In addition, the
account must have write permission to MS SQL Server. Validate that the user has the
correct permissions.

Always check the Pl Data Archive Server operating system clock when installing
any Pl System. Ensure the clock on each machine has the correct time and it is in the
correct time zone. In your work environment, all clocks should be synchronised from a
network time source. Changing the clock after installation will cause problems.

Update Windows. A properly updated Windows Operating System will have the
required prerequisites. If you require any prerequisite components, you will need to
install them before the installation proceeds.

Install Microsoft SQL Server. The version you use is your choice. You now should
know the pros and cons of each of the available offerings.

Obtain your PI Server License File. Download the file from the OSlIsoft Customer
Portal https://my.osisoft.com; an explanation is forthcoming.

Supported Operating Systems

Starting with PI Data Archive 2016, only 64-bit version is available and requires a 64-bit
Operating System. For production systems, Pl Data Archive version 2018 SP3 or higher can
be deployed on the following Microsoft Windows Server operating systems, in decreasing
order of recommendation:

Windows Server 2019 — all editions; in both Full and Core installations
Windows Server 2016 — all editions; in both Full and Core installations
Windows Server 2012 R2 — all editions; in both Full and Core installations
Windows Server 2012 — all editions; in both Full and Core installations

(‘ . OSI Page 39


https://my.osisoft.com/

Pl System Architecture, Planning and Implementation Course

5.3 License File Activation

A License File must be generated before the PI Data Archive server is installed. The OSlsoft
Customer Portal allows you to generate your site-specific Pl Server license file. This license
file controls which applications can run on the Pl Data Archive Server and displays running
parameters, such as the point count limit.

m
Y ©@ © £ 4
Generate License File

@on ©
1. Download Pl Server
install kit 4. Download
generated
3. Upload MSF License File
> =3

2. Run the kit to generate
Machine Signature File (MSF)

When the license file is generated, view the Pl Server Manifest to verify the server details.

In order to generate license file, a Machine Signature File (MSF) is required. The PI Server
install kit is capable to generate the MSF by itself, you must copy the install kit to a local disk
on the Pl Data Archive Server computer and then run the Kkit.

The kit will generate the MSF file to Documents folder of user running it.
i.e. C:\Users\<username>\Documents

If the Pl Data Archive Server is on a virtual machine (VM), run the utility on the VM. If you
generate the MSF on the wrong computer (on your laptop, for example) then the license
activation file will match the laptop computer. If you install Pl Data Archive Server on a different
computer or VM, the server will not run as expected. The license file must be present during
the installation. It can be on a flash drive, CD, or any media that can be read by PI Data Archive
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Server during installation. The setup program copies the license file to the %PISERVER%\dat
directory during installation; the original file will no longer be used.

License Generation

A machine signature file (M5F) is needed to generate a machine-specific license file from the
D5lsoft Tech Support website, Setup has proactively created an MSF file in your Documents
folder. Click here to show the M5F file in folder.

The MSF file created by this setup kit is guranteed to generate a license file that is compatible
with Pl Server Installer. For this reason use the MSF file created by this setup kit instead of
an MSF file created by other tools.

ED Consult the License Pl Data Archive section of the Pl Server
Installation and Upgrade Guide for full details.

5.4 Gathering Installation information.

The following information is requested during the installation:
e Location of the PI server license file — ask your instructor.

Normally, the following installation locations apply:

e Pl AF files (.exe, .dll, SQL scripts) are installed in %PIHOME64%\PIPC\AF
(i.e. .\Program Files\PIPC\AF)
e Pl Data Archive binary files (.exe) are installed in %PISERVER%\bin
(i.e. .\Program Files\PI)
e Archives are installed on the largest drive
* e.g.ifthe C drive is the largest C:\Program Files\PN\arc
« if D:is the largest drive D:\Program Files\PI\arc
e Event Queue files are installed on the 2" largest drive
« If C:is 2" largest then C:\Program Files\Pl\queue
« If E:is 2" largest then E:\PI\Queue

The defaults are:

e 64-bit Pl applications -  \Program Files\PIPC — %PIHOMEG64%
e 32-bit Pl applications-  \Program Files (x86)\PIPC — %PIHOME%

e Pl Data Archive path - \Program Files\PI — %PISERVER%
e Archives path - \PI\arc

e Future Archives path -  \PNarc\future

o Event Queues - \PI\queue

e For the default archive, size see below.

(‘ . OSI Page 41


http://icons.mysitemyway.com/wp-content/gallery/black-white-pearls-icons-culture/024263-black-white-pearl-icon-culture-book3-open.png

Pl System Architecture, Planning and Implementation Course

5.4.1 Archive Sizing

Archives are sized with at least 2KB for each point in the system. If your Pl Data Archive will
have 5,000 points or less, then you can safely use the default value (currently 256MB). The
default archive size is 3 KB x the total number of points rounded to the nearest power of 2 with
a minimum of 512MB and maximum of 10GB, as per the following:

Licensed Point Count

Archive Size (MB)

0to 87,381

87,3821t0 174,762
174,763 to 349,525
349,526 to 699,050
699,051 to 1,398,101
1,398,102 to 2,796,202
2,796,203 or greater

256
512
1,024
2,048
4,096
8,192

(278)
(279)
(2710)
(2"11)
(2712)
(2713)

10,240 (capped)

Select a size so that at least 2 archive files can fit in the Windows File System Cache
(FSC). This is because mostly the Pl Data Archive Server will write/read from the 2-3 most
recent archive files. The FSC can use all the RAM on 64-bit systems. The following guidelines

for memory apply:

Physical Memory (MB)

Archive Size (MB)

0to 1,535

1,536 to 3,071
3,072 to 6,143
6,144 to 12,287
12,288 to 24,575
24,576 to 30,719
30,720 or greater

256
512
1,024
2,048
4,096
8,192

(278)
(279)
(2°10)
(2711)
(2712)
(2713)

10,240 (capped)
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5.5 Directed Activity — Pl Server Installation Pre-requisites

In this part of the class, you will perform a learning activity to reinforce
the concepts presented in this section.

Activity Objectives

¢ Understand the necessary information to install Pl Server. In other words: Read the
Manual! (RTM)

Approach
Answer the following questions as a group:
1. Name the supported MS SQL Server versions.

2. At what stage will the PI Server installation install the MS SQL server?

3. Canthe PI AF SQL (PIFD) database be created manually?

4. Do end users connect to the MS SQL Server?

5. How can you verify if MS SQL Server is installed?
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5.6 Directed Exercise — Install the Pl Server

This activity is designed to maximize learning in a specific topic area.
Your instructor will have instructions and will coach you if you need
assistance during the activity.

Exercise Objectives

e Install the Pl Server and related services and features on PISRV01

Description
You are ready to begin the Pl System installation.
You should have validated the prerequisites and Microsoft SQL Server, have the install kit and
license file, and performed all the computer checks (clock, etc.) You did, didn’t you?
Approach

1. Inthe installation folder, you will find the Pl Server installation kit.

2. Right-click and “Run as Administrator”. After the Welcome screen, where you can
deselect the participation in Pl System Customer Experience Improvement Program
there is a feature selection screen where we check the components we would like to
install. Select all except Pl Notifications Service.

Feature Selection About
Choose server roles to select typical server and dlient features. Fine tune your installation from the ‘Individual Features' tab.

Welcome ..

Feature Selection Server Roles  Individual Features

Feature Rules — _ (%) Will be installed (13) +

SQL Server Connection @ Pl Data Archive + AF Server + E: -Il?lata.-ﬂrcr;we Server

Pl Data Archive will be installed. AF Server will be installed. otalizer Subsystem

SQL Ser‘.re.r Rules AF SQL database scripts

Data Archive AF SQL script execution

RTQP Engine PI AF Application Service

RTQP Engine Rules ‘S PI Notifications Service O Pl Analysis Service + & PISQL Data Access Server (RTQP Engine)
Pl Analysis Service

Service Accounts Install now to configure email Pl Analysis Service will be installed. Pl System Explorer

Summary notifications. Pl System Explorer Management Plug-In

Installation Progress Pl Builder
Pl AF User Documentation

Complete PowerShell Tools for the Pl System

Pl System Management Tools

Select All | | Select Typical . Unselect All | | Reset |

Disk Space Requirements Update

Installation directory: D\Program Files\PIPC |_| Drive C: 1.6 GB required, 60.1 GB available.

., Drive D: 846.3 MB required, 13.8 GB available.
Installation directory (xB6): | D:\Program Files (x86)\PIPC |_|

Pl Data Archive directory: | D:\Program Files\PI

| < Back || Next > | Cancel

(@ osi-.:
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3. Select the installation directories for 64-bit and 32-bit PIPC folders and Pl Data Archive
Directory. In our case it is:

e D:\Program Files\PIPC
e D:\Program Files (x86)\PIPC
e D:\Program Files\PI

Important Note: Since unified installation kit Pl Server 2018, the fresh installation of Pl Data
Archive by default no longer installs these subsystems:

- PI AF Link Subsystem

- Pl Alarm Subsystem

- PI Performance Equation Scheduler
- PI Batch Subsystem

If you wish to install those components, you switch to Individual Features section and tick the
box. For upgrade from previous versions of Pl Data Archive those components remain.

Feature Selection About
Choose server roles to select typical server and client features, Fine tune your installation from the 'Individual Features' tab.

Welcome ..
Feature Selection Server Roles  Individual Features
Feature Rules P Data Archive (%) Will be installed (13} +
SQL Server Connection [ PI Data Archive Server - version 3.4.430.460 will be installed P Data Archive Server
R Pl Totalizer Subsystem

S0OL Server Rules [V] Pl Totalizer Subsystem - version 3.4.430.460 will be installed .

- AF SQL database scripts
Data Archive | PI AF Link Subsystem AF SQL script execution
RTQP Engine [ 1 Alarm Subsystem PI AF Application Service

[] PI Performance Equation Scheduler

RTQP Engine Rules ] Pl Batch Subsystem

Service Accounts

Summary [V] AF 5QL database scripts - version 2.10.6.195 will be installed

[V] AF SQL script execution - version 2.10.6.195 will be installed

/| P| AF Application Service - version 2.10.6.195 will be installed

[¥] PI SOL Data Access Server (RTQP Engine] - version 1.7.19246.2 will be installed

Installation Progress

Complete

An and Notification
] Pl Notifications Service
V] PI Analysis Service - version 2,106,195 will be installed

ind size [¥] Pl System Explorer - version 2.10.6.195 will be installed

| Select All | | Select Typical Unselect All | | Reset |
Installation directory: D:\Program Files\PIPC
Installation directory (x86): |D:\Program Files (x36)\PIPC

P| Data Archive directory:  |D:\Program Files\PI

PI 501 Data Access Server (RTQP Engine)
Pl Analysis Service

Pl System Explorer

Pl System Explorer Management Plug-In
Pl Builder

Pl AF User Documentation

PowerShell Tools for the Pl System

Pl System Management Tools

Disk Space Requirements Update

| Drive C: 1.6 GB required, 6.1 GB available.
—— Drive D: 846.3 MB required, 13.8 GB available,

<Back | Next = l Cancel
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Since PI Server 2018 SP3, these PI Interfaces are no longer part of the installation Kit:
- PI Interface for Performance Monitor

- Pl Interface for Ping

- Pl Interface for SNMP

- Pl Interface for TCP Response

- PI Interface for Random Data Simulator Data

- PI Interface for RampSoak Simulator Data

Removing the PI Interfaces for Random and RampSoak Simulator Data from Pl Server
installation kit, eliminates default Pl Points (SINUSOID, SINUSOIDU, CDT158, CDM158,
CDEP158, BA:LEVEL.1, BA:TEMP.1, BA:CONC.1, BA:ACTIVE.1 and BA:PHASE.1) from
being installed, therefore NO Pl POINTS ARE PRESENT on Pl Data Archive after the
installation.

4. Selectthe SQL server provided. In our case PISRVO1\SQLEXPRESS. Keep the checks
that AF SQL Database scripts will be installed and executed. Ensure the MS SQL
Server service is started before installation.

SQL Server Connection About
Enter the Microsoft SQL Server name or named instance that will host the AF SQL database

Welcome, SQL Server Connection
Feature Selection
RVOT\ (PRECC
Featize Rulés PISRVO1\SQLEXPRESS
SQL Server Connection Example: <Server Name> or <Server Name>\<Named Instance>

SQL Server Rules
Data Archive
RTQP Engine
RTQP Engine Rules
Service Accounts
Summary V| AF SQL database scripts - version 2.10.6.195 will be installed
[W] AF SQL script execution - version 2.10.6.195 will be installed

Validate connection to SQL Server and version of the AF SQL database. Validation is required when a connection to AF is required during the installation or
when the "AF SQL script execution” feature is selected.

AF SQL Database Setup

Installation Progress

Complete Since the Pl AF Application Service will be installed, you have the option to change your feature selections related to AF SQL database setup on this view.
Script execution can run against local or remote SQL Servers.
5. For Pl Data Archive section select the License Directory and Data Directories

Data Archive About

Options for the Pl Data Archive feature,

Welcome

Feature Selection License directory: | D:\PI Install Kits\Training License _ 0
Feature Rules License information and generation

SQL Server Connection

SQL Server Rules Data Directories

Data Archive .

RTQP Engine Historical Archives: | EAPIArchives (=]
RTQP Engine Rules Future Archives: E\PlArchives\future

Service Accounts Event Queues E:\PIEventQ

e

Summary

Installation Progress

Complete Modify Archive Settings
Archive Settings

Size in MB for historical archives:

®®

Max point count for historical archives:

Automatic creation for historical archives:
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e License Directory to D:\PI Install Kits\Training License
e Historical Archives to E:\PIArchives

e Future Archive to E:\PIArchives\future

o Event Queues to E:\PIEventQ

In Archive settings you can modify the size for historical archives to lesser size than

precalculated size (viz. chapter Archive Sizing)

6. Atthe RTQP Engine page, keep the default port 5465. For SSL certificate select the

only available certificate Pl RTQP Engine

RTQP Engine
Enter configuration information for the P1 SQL Data Access Server (RTQP Engine).

About

Welcome HTTPS Windows Security X
Feature Selection SsL Certi N s . .
Feature Rules _PL_::H Lc_alfe:: UTFbF_’Tnia_lriaT‘:lt_hPFrj o Select Certificate
SQL Server Connection o - e — only e
SOL Server Ruk Ch Re ease select a certificate for use. Only unexpire -
D me.r. s L — certificates that have a private key are displayed.
ata Archive
RTQP Engine .
RTQP Engine Rules NetTep LS
Service Accounts Port: 3465 Issuer: PIDC.PISCHOOLINT
SUMMany S5L Certificate Thumbprint: )
nstallaton Progress 5D2851D93DEGOTEEST73649AF9B43A54DF29E 1FC Valid From: 1/14/2020 to 1/13/2022
Complete Click here to view certificate properties
7. Select the gMSA accounts:
e PI AF Application Service: PISCHOOL\SVC-PIAF$
e Pl Analysis Service: PISCHOOL\SVC-PIANALYT$
e PI SQL DAS (RTQP Engine): PISCHOOL\SVC-PIRTQP$
Service Accounts Abou

Speafy service accounts.

Welcome

i Service Account Name Password
Feature Selection
Feature Rules Pl AF Application Service  PISCHOOL\SVC-PIAFS
SQL Server Connection

Pl Analysis Service PISCHOOL\SVC-PIANALYTS -

SQOL Server Rules
Data Archive P15QL DAS (RTQP Engine) PISCHOOL\SVC-PIRTOPS

RTQP Engine

RTQP Engine Rules
Service Accounts
Summary
Installation Progress

Complete

8. Click Next to the Summary page and start the installation.
9. If MS Excel page pops up, click on Install button to install P1 Builder plug-in.

@ os...
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10. After the installation is complete manually stop the PI Data Archive by executing the
script %PISERVER%\adm\pisrvstop.bat.

11. Open Services Manager and switch NT Service\pinetmgr account for gMSA
PISCHOOL\SVC-PIDAS for PI Network Manager service

12. How do you start the PI Data Archive?

The installation created PI System folder in Windows Start Menu with a list of selected
applications. Find out what they are used for...

@

AboutPl-5DK

.

Pl System

Explorer

0

d J

Pl System
Management...

23

Pl Collective
Manager

(@ os
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5.7 Directed Activity — Validate the Installation

Now you are going to see if it works.

Activity Objectives

e Become familiar with the Pl SMT console
e Understand Pl Time Format

Approach

Prior the version Pl Server 2018 SP3, when the PI Data Archive was installed, it came with a
sample interfaces called the PI Interface for Random and PI Interface for RampSoak Simulator
Data. The interfaces do just that. They produce configurable continuous streams of random
data — sine waves, sawtooth or random noise. Those interfaces are used for trainings and
simulations.

Since Pl Server 2018 SP3 they are not installed automatically, thus no default simulation PI
Points.

We will create those PI Points a little bit later in the course.

In this activity connect to your newly installed Pl Data Archive and determine whether all
subsystems have started and there are no errors in Pl Message Log.

&

Click on Connections in the PI-SDK branch.

Run the PISDKUHtility. AboutPl-SDK

The dialogue box invoked displays all Pl Data Archive systems configured, in our case, one.
Click in the checkbox next to your PI Data Archive to connect and validate your connection by
validating:

e Connected user
e Pl Version
e Operating system

Note: The first time the Pl SDK is installed anywhere, a default Pl Data Archive is needed.
Therefore, even if you have never configured a Pl Data Archive server, at least one server
should appear in your Pl Connection Manager.
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5.7.1 Validation using Pl System Management Tools (Pl SMT).

The Pl System Management Tools (Pl SMT) is the tool most used by PI
% System Administrators. It allows a person with the correct credentials to
perform any action.

0 T Using the PI SMT on the same computer as the Pl Data Archive server will
|p most likely give you unlimited access. Use with caution.

Once connected there are several ways to determine the status of the Data Archive system.

e Search the message log files for any errors (under Operations — Message Logs)

PO rEER- D e A - Current Time: 1/16/2020 2:28:54 PM
@ PiMessage Log (2] PIPCLogs #@ Local Pl Message Log i
Messages lited: 23 || Server Colective 1D Time Program Message A
" Refresh =71 | €PPISRVO1 4 |51 PISDKLEi... Successfully connected to server PISRVD1 as piadmin
- - oPlSRVOl i W, pinetmgr New Connection ID: 30 ; Process name: PISDKLkility exe(348) ; User: piadmin ; OS User: ;
[ Automaticaly || @risrvor 7. /.. pretmgr  Successfullogin ID: 30. Address: [Named Pie]. Host: [Local Machine]. Name: PISDKUtity
= - ] 0 PISRVO1 & |17 pbasess Trust <!Proxy_127"> Granted to: PISCHOOL \student011127.0.0.1IPISDKUtiity exe (0)
e = © rIsRVO1 7. 1/.. pinetmgr  Unsuccessful login ID: 30. Address: . Name: PISDKUtiity exe. Credentials used: PISCHOOL
Start B~ = 0 PISRVO1 Fai |14 pinetmgr Connection accepted:  Process name: PISDKURilty exe(348) 1D: 30
— 0 PISRVO1 F SR T pinetmgr New Connection 1D: 23 ; Process name: SMTHost .exe(6312):remote(6312) . User: piadmin
End: *-30m B~ |9 OISRV 7. 1L pinetmgr Successful login 1D: 25. Address: feB0::alea:alad:8bdf bc43%2. Host: . Name: SMTHost &
Timestamps: O risrRvo 4. V pibasess Trust <'Proxy_127"> Granted to: PISCHOOL \student014127.0.0.11SMTHost exe (0)

@ Local O Source oPlSRV(H r A K 77 pinetmgr Unsuccessful login 1D 29, Address: fe80:alea:alad:8bdf bcd9%2. Name: SMTHost exe(6
————— GPISRVDI 7 1 pinetmgr Connection accepted:  Process name: SMTHost exe(6912)remote(6912) ID: 29 v
Filters 2 || < >

Program: i—v] " Message xi
Message: ‘,' ) [Succesdully connected to server PISRVO1 as piadmin
Severity: | Debug o Message Details  |dentity
- Time:  [1/16/2020 205:38 PM Méssage Source
o Program: | PISDKUtiity
Severity. |Information o .
Sourcel: [PISDK L
ID: 4 .
Source2
Server
Name:  [PISRVO1 Soiroe :
Collective: |

e View applications currently connected to the server in Operations — Network
Manager Statistics
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RREor e

Server ID  PIPath Name FID RegAppName ReglppType  Idertty  Trust ProtocolVersion ElapsedTime  BytesSent ConType
PISRV01 0 D:\Program Files\Pl\ pimzges 5768 pimegss PlService 35 74,844 262486 Local connection
PISRVDT 1 D:\Program Files'\PI  pilicmgr 4212 piicmgr PlService 35 74843 3018024 Local connestion
PISRVO1 6 D:\Program Files'\Pl pisnapss 2944  pisnapss PlService 5 74839 B014187 Local connection
PISRVO1 5 D:Program Files\FI\  pibasess 4B4E  pibasess PlService 35 74,840 15,750,826 Local connection
PISRV01 4 D:\Program Files\PI\  piupdmgr 3592  piupdmar PlService a5 74841 1374432 Llocal connection
PISBVD1 7 D:\Progrem Files\PI\ piarchss 5592 piarchss PlService 35 74837 13255082 Local connection
PISRVO1 17 D:\Program Files\PI\ pisglss 6516 pisglss PlService 35 74.803 147,13  Local connection
PISRVO1 24 D:\Program Files\PI\  pilogsry exe 7096 PIPC Log Server OSIAPIApp 35 74,786 44718 Local connection
PISRVD1 23 D:\Program Files\PI\ pilogsrv exe 4508 PIPC Log Server OSIAPIApp a5 74,788 87598 Local connection
PISRVD1 13 D:\Program Fies'\PI\  pibackup 4116 pbackup PlSenvice 35 7487 353,835  Local connection
PISRVD1 13 D:\Program Files'\PI  pitotal G400 piotal Serverfpp 35 74,738 263414 Local connection
PISRVD1 268 D:\Program Files\P[\ SMTHost exs 6912 SMTHost 0SISDKApp  piadmin  Proxy_127! a5 74,202 368465 Local connection
PISRVO1 23 D:\Program Files\PI\  SMTHost exe(6512)remote 6312 SMTHost OSISDKApp  pladmin  !Proxy_127) kL] 74124 1724303 Remote resolver
PISRVD1 28 D:\Program Files\PI\  SMTHost.exs 6912 SMTHost 0SISDKADD 35 74124 44506 Local connection
PISRVD1 D:\Program Files\PI\  PINetMgr pinetmgr PlService 35 44709082

e Check if all PI Services are running (beside Pl Shutdown Subsystem) in Operation —
Pl Services (or you can use Services Manager)

y-aleR 33 B0

-
» Pl Network Manager (Running)
-fA4S Pl Message Subsystem (Running)
~{) Pl License Manager (Running)
-£74% Pl Update Manager (Running)
[ PI Base Subsystem (Running)

08

[ PI Snapshot Subsystem (Running)

{74 Pl Achive Subsystem (Running)

Pl Backup Subsystem (Running)
a Pl Shutdown Subsystem (Stopped)

£ PI SQL Subsystem (Running)

[a% PI Totalizer Subsystem (Running)
[F#% pialam (Thread information only)
4% pbatch (Thread information ondy)
[ PIPC Log Server (Running)

-[4#% PIPC Log Serverx64 (Running)

Check if primary archive is listed in Operation — Archives

PISRVD1

Drive E:

. Used space: 0 GB

Hstoric  Future

&9 Rn-8 e

Capacity: 14 GB

D Free space: 14 GB

f Review and update parameters

&

#  Stat Time
0 1/16/2020 12:00:00 AM  Cuent Time  00d 14:40:25 256 0

End Time

Diuration

Size (MB) % Ful Comupt Archive Fie
E-\Pl&ychives\PISRVD1_2020-01-16_D0-00-00.arc

Last Modified Time Backup Time
1/16/2020 1:28:12PM  Never
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5.8

Overview of Management Tools for PI

Pl System Management Tools (Pl SMT) are tools used to administer the PI Data Archive
servers from client connections. The Pl System Manager Tools install kit is included with every
PI Data Archive server and is available as a separate download. The Pl System Management
Tool kit includes the following programs. Running the main setup kit will automatically install
and run all the individual setup kits.

Pl System Management Tools (Pl SMT), with many plug-ins.
o is a set of easy-to-use tools that allow you to perform all the basic Pl Server
administration tasks
PI Collective Manager
o This tool allows an administrator to create a new PI Server collective, look at
the status of existing collectives and their member nodes, and edit the collective
and member node properties
Pl System Tray
o Pl System Tray monitors the default Pl Server (or Pl Server collective) and the
AF application service associated with the default AF server.
PowerShell Tools for the Pl System
o PowerShell Tools for the Pl System is a set of cmdlets for Windows
PowerShell, which allows you to manage a Pl System. This enables Pl System
administrators to create reusable scripts for commonly needed or bulk system
management operations.
PI Builder
o Installed as part of AF Services, it is also included as part of the Data Archive
installation kit

For further information on any of these tools access the HELP in each tool or visit
http://livelibrary.osisoft.com
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5.9 Time and the Pl Data Archive

The PI Data Archive stores data in the form of events. Each event has a value and a timestamp
that indicates the collection time of the value.

5.9.1 Daylight Savings Time

The PI Data Archive stores all values with a time that is
converted to UNIX time i.e. Pl System stores timestamps as
the number of seconds expired since January 1, 1970 GMT.
This means that each day of the year has exactly 24 hours.
Any adjustments for time, such as time zone or Daylight-
Saving Time (DST), are made by the local machine clock of
the user looking at the data. Display sequencing and math
operations are performed on the UTC basis. The displayed
time is interpreted by looking at the time zone on the client or
server and re-converting this data time into a local time.

Pl servers, data collection computers, and client computers should all have their time zones
and times set correctly and synchronized. As the PI clients and PI Data Archive know what
time zone, they are in, so data can be viewed in either Server Time or Client Time. This is
determined by a setting in the client tool.

Note: It is important that all the computers involved in collecting data (Pl Data Archive, data
collection computers, etc.) have their operating system clocks set correctly.

For most current Pl Interfaces, events are sent to the server with UTC timestamps. All PI
Connectors and Pl Connector Relay are sending the events with UTC timestamp too. If the PI
Interface time is more than ten minutes ahead of the Pl Data Archive, the Pl Data Archive
cannot handle the time difference and discards the data; it is considered a future event.

Automatic DST changes will not cause a problem when all computers observe the same rules.
That is, either all computers change their clocks twice a year at the same time or they do not.

Note: Situations where some computers change their clocks when others do not can cause
data loss.

The PI Data Archive automatically adjusts data according
to daylight savings time transitions. By default, only the
current DST transitions are known. They are provided by
the operating system. To make sure that past transitions
between daylight savings times are correct, you need to
update the localhost.tz file on your PI Data Archive.
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To verify that the DST rules, run pidiag -tz command in the \P\adm folder in Command Prompt
to check the time zone and DST transitions table of your PI Data Archive. If you anticipate
backfilling data into the archives from years in the past, you will need to get a replacement
localhost.tz for your time zone file from the OSlsoft's Customer Portal site by going to PI Server

downloads and expanding the Other section.

Download Data Archive
Localhost.tz file for Adelaide, Australia 2006 10
Localhost.tz file for Argentina DST 2008 2008

Localhost.tz file for Australian Capital Territory and New South Wales, Au... 2008

Localhost.tz file for Canberra, Australia 2006 10
Localhost.tz file for Chile DST 2017 2017
Localhost.tz file for Egypt DST 2014 2014
Localhost.tz file for Hobart, Australia 2006 1.0
Localhost.tz file for Indiana Eastern - 2007 (NEW) 070201
Localhost.tz file for New Zealand DST 2007 2007-08
Localhost.tz file for Russia 2016
Localhost.tz file for South Australia 2008 1.0

Others

Others

Others

Others

Others

Others

COthers

COthers

COthers

COthers

Others

Windows Download

Windows Download

Windows Download

Windows Download

Multiple Download

Windows Download

Windows Download

Windows Download

Multiple Download

Windows Download

Windows Download

Note: To check all the DST changes from year 1970 up to year 2038 run the command:
pidiag —tz —sys -dump. This will list all dates when DST occurs (if DST is applied).
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6. Pl Interfaces

Objectives:

Define a Pl Interface

Identify the basic components of the PI Interface installation

Discuss the variety of architecture possibilities

Describe how to connect Pl Interfaces in a secure way

Install and configure PI Interface

Configure the basic PI Interface parameters

Create and validate the default Pl points for PI Random and RampSoak Interfaces

6.1 The Pl Interface Defined

A Pl Interface plays a critical role in the Pl System. It performs the following tasks:

1. Connects to the data source

2. Timestamps the data (or ensures the data received is stamped at the source)
3. Formats data correctly

4. Sends data to Pl Data Archive

Pl Data Archive
Buffer

PI Interface for Random and RampSoak Simulator Data do not connect to any data
source, they are the data source themselves.

i

Buffer

Pl Interface for Random Simulator Data Pl Data Archive

Pl Interface for RampSoak Simulator Data
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6.2 Directed Activity — Preparing to Install PI Interfaces

In this part of the class, you will perform a learning activity to explore the
different concepts presented in this chapter or section.

Activity Objectives

Normally before you begin PI Interface installation, you would identify your data source. Since
we are in a training environment, we will use an OPC DA Simulator. It has been configured to
generate a set of sample data from simulated pumps.

You will install the PI Interface for OPC DA on the same computer as the data source — in this
case the OPC DA Server Simulator, along with simulation interfaces Random and RampSoak.

Process Controls . .
OPC DA Server with Pl Pl Data Archive
DCS/PLC Interface for OPC DA
\. J

The OPC server we use is made available by the OPC Foundation as the
download "OPC Data Access 3.00 Binaries". These files are available at
% http://www.opcfoundation.org/. Search for "OPC DA Sample Binaries."
Consult the OPC Foundation web site for details if you wish to obtain a copy.

Fill in the following architecture diagram with the IP Addresses of your machines:

A 4

OPC DA Server with Pl Pl Data

Interface for OPC DA Archive
Hostname: PIINTO1 Hosthame: PISRV01
IP address: . . ) IP address:

(@ os
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0 . It is a good idea to stick with the same configuration credentials when

Tlp setting up the PI Interface and PI Buffering. If you use an IP Address in
the PI Interface hostname then make sure you use the IP Address in the
PI Buffering configuration, and vice versa.

6.3 Directed Activity — Validating communication between the PI
Data Archive Server and the Pl Interface

Install the PI ICU and PI API for Windows Integrated Security software
and validate the connection.

Activity Objectives
¢ Validate the connection between PI Interface and Pl Data Archive server.

Approach
What does ICU stand for?

1. Install the PI ICU software on PIINTOL. This will give you the required software to test
the connection. You will be asked to fill the default Pl Data Archive name and for the

directories for the application system files.

Default Server

Please specify the name of the default server,

o Default Data server | PISRVO1 9

Installation Directories

Either specify new installation directories or accept the defaults

®

a8  PIHOME D:\Program Files (xB6)\PIPC

®

o PIHOMEG4 |D:\Program Files\PIPC

2. Theninstall the Pl APl for Windows Integrated Security.

You will be prompted with a warning that PI API for WIS does not support Pl Trusts and explicit
logins.
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Pl API for Windows Integrated Security
CAUTION
e Pl API does not support Pl trusts and explicit logins.

Plsystem
':_li!s:x:r'_:

Before upgrading, Pl Mappings to a Windows logon or
senvice account must be configured on the Pl Data Archive.

Pl AP| based applications will not be able to connect
to Pl Data Archive 3.4 .375.99 or older.

For more information, refer to P1API Release Motes

Note: Pl API for Windows Integrated Security should replace the previous Pl API versions that
rely upon PI Trusts or explicit logins for authentications. With Pl APl for WIS Windows
authentication becomes the only supported authentication model for Pl APIl-based
applications, such as PI Interfaces on the node where it was installed.

Windows Integrated Security is a more secure authentication model than PI Trusts for
authenticating users!

3. Atfter installation, verify the connection to the Pl Data Archive using the command
prompt apisnap utility (located at %PIHOME%\bin) that validates the PI API
connection to the PI Data Archive.

4. The PI Connection Manager validates the Pl SDK connection to Pl Data Archive. It is
accessible with the PISDKULtility as seen previously.
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# PISRVO1 Network Node PISRVO1
Port Number 5450 o
Pl Servers list error handler e

Connection to PISEVD1 failed - Exception: Unable to open a session on a
server. [-10431] Authentication methed is disabled by current server
policy- Exception:-2147220478

These tests fail. What do you think you will need, based on earlier discussions, to
connect? —think security!

Yes, it is because our user PISCHOOL\StudentO1 cannot authenticate against Pl Data
Archive as it is not defined. As we are Pl Administrators, we assign our account

administrative privileges.

5. On PISRVO01, open Pl SMT and navigate to Security — Mappings & Trusts plug-
in and select Mappings tab.

6. Right-click on blank canvas and select New Mapping or click on 1 icon.

7. Insert PISCHOOL\StudentO1 as Windows Account. Click on 5] to resolve
Windows SID. This is a verification, that the account exists.
8. Insert piadmins as PI Identity and click on Create.

_?; Add New Mapping >

Windows Account: | PISCHOOL \Student01 |

[}

Windows SID: [5-15-21-626831697-24 7074392

7]
Description:
Server: PISEVDT v
Pl Identity: |pacn1ins|
[[] Mapping is disabled
Create Cancel

9. Run the apisnap utility again for PI API connection and Pl Connection Manager for
PI SDK connection to verify connection is possible.
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6.4 Pl Security for connecting PI Interfaces

For obvious reasons, the PI Interface needs to connect to the PI Data Archive. With P1 API for
WIS, a PI Interface can authenticate using the Windows account the application service is
running under if Pl Mapping to a proper Pl Identity exists. We will be talking about PI
Mappings and PI Identities later in the Security chapter.

With previous PI API version, which is part of the Pl ICU or PI Interface install kit, the application
cannot log in so it must rely on a mechanism called a Pl Trust to gain access. Pl Trust simply
assigns a connecting program to the PI Identity. The Pl Data Archive checks all incoming
connections for a PI Trust if not disabled.

My

PI C\lefor - li y Pl Mapping
Windows Users
| 8
[gmﬂ,i —
Pl Interface Pl Identity

Previous _
PI API =" D

Pl Trust

o

DBSecurity Pl Point

A good tool to view connections to the Pl System is the Network Manager
Q Statistics plug in in the PI SMT.

Previous Pl API versions used a protocol that only sends the IP Address and an encoded
application name in its communication. PI Trusts should be based on those parameters.

The application name used in the connection for Pl Interfaces is an encoded phrase that takes
the first four letters of the interface name and the capital letter “E”. The best way to verify this
is to start the interface and watch the denied connection in the Pl Data Archive using the
Message Log plug-in of the PI SMT.

For example, the Pl Interface for Random Simulator Data will use the phrase RandE.

P1 API for Windows Integrated Security is using the Windows authentication protocol.
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6.5 About Pl Trusts

To create PI Trusts, use the PI SMT Mappings and Trusts plug in.

You can use the Wizard or the Advanced selection to create a PI Trust — they perform the
exact same function.

0 . Trusts should follow the OSlsoft Field Service Technical Standard “2+
Tlp convention”. That is, a Pl Trust to the PI Interface based on IP
Address AND the executable name. You want to create Trusts
SPECIFIC to the executable that is connecting to PI. It is not safe

practice to map trusts to the piadmin user.

¥ - D4 e E e
li Wizard
Advanced
— S Colective Description Pl User Domain
%' Proxy_127! PISRVO1 piadmin
%’ Add New Trust ? X
%' Add Trust Wizard ? X Trust Name: IFP_ ed
Specify Trust Name and Server Description:
| ype In a unique name tor the trust on a specific server. and specify the L
server the trust will be created on s PISRVO! o
Collective Name:
IP Information
Server PISRVO1 Network Path
Trust Name: IP Address 0 0 0 0
Trust Description NetMask [ 0 0 0 0

Windows Account Information
Domain

Account:
Application Information
Name: '

Pl Identity

[[] Trust is disabled

Cancel

Some may find the Wizard confusing because understanding when to use a “Pl API
Application” or “PI SDK application on a Windows NT based OS” might not be intuitive.

Select Advanced instead of Wizard. This presents all the options in one dialog box.
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6.6 Directed Activity — IP Addressing in Trusts

Activity Objectives
e Explain IP Address Filter for a PI Trust

Approach

In this part of the class, you will perform a learning activity to explore the
different concepts presented in this chapter or section.

In the PI Trust mechanism, if you use IP Address you must specify a Netmask. However, the
relationship between IP Address and NetMask in the Pl Trust database is the same as the
relationship between network destination and net mask in a TCP/IP routing table. Any valid
subnet and IP address combination is supported. If you use this mechanism to allow access
to all addresses in a subnet, you must set the bits corresponding to your subnet to zero.

'
Trust NetMask

Trust IP
Address

None (0.0.0.0) None (0.0.0.0)

!

Result of AND Match

\

Machine IP
Address

192.168.168.121

0.0.0.0 Yes

192.168.168.0 255.255.255.0

192.168.168.121 | feziilaieiiiataio) Yes

192.168.168.0 255.255.255.0

192.168.175.004 EREZN I NNENY No

(EZRCERIS Pl 255.255.255.255

(EZA R eyl 192:168.168:22 © Yes

(EPRERI Pl 255.255.255.255

192.168.168.20 [ErN Il IcIs o) No

Answer the following questions:

1. What computers would the following combination apply to:

192.168.1.0 / 255.255.255.0

2. How would you construct a trust specifically for the machine with IP Address

192.168.10.547?
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6.7 Pl lInterface Installation Considerations

6.7.1 Where do you install the Pl Interface?

Several architectures are possible with Pl Interfaces. Examples are shown below:

Data Source Pl Interface Buffering Pl Data Archive

e Architecture A: The Data Source and Pl Interface are installed on the same
machine with stand-alone Pl Data Archive.

e Architecture B: The Data Source, Pl Interface and Pl Data Archive are all
installed on separate machines.

e Architecture C: PI Interface is installed on the Pl Data Archive server

Having seen the above recommendations, what would you say was the least difficult
configuration?
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As a group, discuss the advantages, disadvantages and example application for each
architecture:

Architecture Advantages Disadvantages Example application

A

6.7.2 Data Collection Node Clock

Before you install and configure the PI Interface, make sure that the clocks on the Data
Collection machine and Pl Data Archive machine are relatively close. They do not have to be
exact.

@ T Pl Interface that is more than 30 minutes “off” the server clock will not
Ip run, and data for Real-time data points with a timestamp more than
10 minutes into the future will be discarded!

6.7.3 DST Rules

It does not matter so much that your computers obey DST, if the servers and your Pl Interfaces
are configured the same way and observe the same rules!
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6.8 Directed Activity — Pl Interfaces - What is installed?

Your instructor will have directions.

Activity Objectives

¢ Install the PI Interface for OPC DA, PI Interface for Random and PI Interface for
RampSoak Simulator Data on PIINTO1 and identify the Pl Interface components.

Approach

Almost every Pl Interface has at least four components that are installed on the data collection
computer (many PI Interfaces have additional files — refer to the manual for details).

The location is always:
%PIHOME%\Interfaces — for 32-bit Pl Interfaces
%PIHOMEG64%\Interfaces — for 64-bit Pl Interfaces

The images below illustrate the basic components for the Pl Interface for OPC DA. Write the
functions next to the icons.

@

OPCInt.exe

OPCint.bat

PIOPCInt_Release
Motes.htm

Pl-Interface-for-
OPC-DA-User
-Guide. pelf
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6.9 Directed Activity — Pl Interface Parameters Dissected

In this part of the class, you will learn the common Pl Interface switches

Activity Objectives

e Learn the PI Interface startup file switch syntax.

Approach

Navigate to the unconfigured startup batch file “OPClInt.bat_new” for the PI Interface for OPC
DA. Edit the file to open it in Notepad. The elements in the startup file are parameters or
“switches.”

D:I Open PI Interface manual (any manual).

Answer the following questions concerning the startup parameters:

1. What does the /[HOST parameter mean? What formats are acceptable?

1. What does the /ID parameter do?

2.  What does the /PS parameter refer to?

3. What s the link between /ID and /PS?

4. What is the /F parameter used for? What formats are acceptable? What is an
“offset” and why is it used?
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Notes on scan frequencies.

/f=SS.nn

or
/f=SS.nn,ss.nn
or
[f=HH:MM:SS.nn
or

[f=HH:MM:SS.nn,
hh:mm:ss.nn

Required for reading
scan-based inputs

The /f parameter defines the time period between scans in terms of
hours (HH), minutes (MM), seconds (SS) and sub-seconds (nn). The
scans can be scheduled to occur at discrete moments in time with an
optional time offset specified in terms of hours (hh), minutes (mm),
seconds (ss), and sub-seconds (nn). If HH and MM are omitted, then
the time period that is specified is assumed to be in seconds.

Each instance of the /f parameter on the command-line defines a scan
class for the interface. There is no limit to the number of scan classes
that can be defined. The first occurrence of the /f parameter on the
command-line defines the first scan class of the interface and so on. Pl
Points are associated with a particular scan class via the Location4 PI
Point attribute.

Two scan classes are defined in the following example:
/f=00:01:00,00:00:05 /f=00:00:07

or, equivalently:

/f=60,5 /f=7

The first scan class has a scanning frequency of 1 minute with an offset
of 5 seconds, and the second scan class has a scanning frequency of
7 seconds. When an offset is specified, the scans occur at discrete
moments in time according to the formula:

scan times = (reference time) + n(frequency) + offset

where n is an integer and the reference time is midnight on the day that
the interface was started. In the above example, frequency is

60 seconds and offset is 5 seconds for the first scan class. This means
that if the interface was started at 05:06:06, the first scan would be at
05:07:05, the second scan would be at 05:08:05, and so on. Since no
offset is specified for the second scan class, the absolute scan times
are undefined.

Wall Clock Scheduling

Scan classes that strictly adhere to wall clock scheduling are possible.
This feature is available for interfaces that run on Windows and/or
UNIX. For example, /f=24:00:00,08:00:00 corresponds to 1 scan a day
starting at 8 AM. However, after a Daylight Saving Time change, the
scan would occur either at 7 AM or 9 AM, depending upon the direction
of the time shift. To schedule a scan once a day at 8 AM (even across
daylight saving time), use /f=24:00:00,00:08:00,L. The ,L at the end of
the scan class tells Unilnt to use the wall clock scheduling algorithm.
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6.10 Group Recap Questions

The following questions are intended to reinforce key information, or
to discover a new insight. Your instructor may choose to have you
try to answer the questions on your own or have the group answer
them together aloud.

Questions
Which of the following scan classes may collect data at a different time to the others?

/f=5,10

/f=00:00:05, 00:03:05
/1f=5,0

/f=00:00:05

Define scan classes for:

A scan every hour which scans at 10 minutes past each hour.

A scan every minute, on the minute.

A scan every 15 seconds with no preference on when the first scan is done.

A scan every 12 hours commencing at 7:00pm

What is the default scan time?
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6.11 Directed Activity — Pl Interface Documentation

Learn how to read a manual.

Activity Objectives

o Describe the reasons why the PI Interface Documentation is critical to the proper
installation and configuration of PI Interface.

Approach

In computing, many applications can be installed without the documentation getting in your
way. This does not apply to Pl Interfaces.

Navigate to and open the PI Interface for OPC DA Documentation. Go through the document
sections and describe where key information can be found. Answer the following questions:

1. Will the interface run on a Windows 7 platform?

2. What PI Point types are supported?

3. Can this PI Interface write data back to the data source?

4. What is the maximum point count for this PI Interface?

5. What methods of Failover are supported?

6. Is vendor software required?

7. Is Disconnected start-up supported?

@ . The PI Interface documentation will help you with the configuration of
Tl p the PI Interface.
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6.12 Pl Interface Configuration Utility

PI'ICU allows system managers to easily configure and maintain Pl Interfaces. It automatically
stores needed information on the server, and in the PI Interface start-up file (.bat). The Pl ICU
can only configure PI Interfaces that run on the same computer as the PI ICU.

The PI Interface Configuration Utility (PI ICU) is simply a GUI for editing
k-. the startup batch file.

One thing to keep in mind is that the Pl ICU READS from the Pl Module Database but also
WRITES to the PI Interface startup batch file, as well as updating the MDB entry.

EDIT
>
<
READ
PlICU
Pl Data Archive Pl Module
Database
<
2
«
Data Collection
Pl Interface.bat node

0 . If you use the PI ICU to edit an interface startup file, do not edit the
Tl p startup file manually afterwards — PI ICU will report MDB and start up
batch file are not in sync.

This also means you will need to run the PI ICU under the user that has write access to the
Pl Module Database on PI Data Archive, which piadmins PI Identity by default has.
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6.13 Exercise — Pl Interface for OPC DA Configuration with PI ICU

Follow the instructor

Exercise Objectives

e Configure the PI Interface for OPC DA with Pl ICU on PIINTO1
e Start the interface as a Windows service.

Problem Description
You need to set up the PI Interface for OPC DA to collect data. An OPC Data Simulator
(OPCSample.OpcDa20Server.1) is installed on your computer.
Approach
e Use the PI OPC Client Tool to find your OPC Server.

¢ Configure the PI Interface for OPC DA with the OPC server name and test the setup.
The following walk through shows you what needs to be done.

Before you start:

Set the security for PI ICU and PI Interface on the Pl Data Archive, use Pl System Management
Tools (Pl SMT) to:

1. Create new PI Identity Pl Interfaces and map it to the PISCHOOL\SVC-PIINT$ gMSA.
2. Create new PI Identity Pl Buffer and map it to the PISCHOOL\SVC-PIBUFFER$ gMSA
(Important for Pl Buffering and PI Security chapters).

object is missing from the Object Types list. You must type the account name with “$” directly

@ You cannot search for gMSA in Pl SMT in order to map it to Pl Identity. Service Accounts
to Windows Account field.

3. Modify the Database Security in PI-SMT and add the PI Interfaces and Pl Buffer
identities to the following tables: PIPOINT with Read & Write access. (Note: The PI
Security concept will be discussed in a separate chapter)

Use PI Interface Configuration Utility (Pl ICU) to configure the PI Interface for OPC DA:
4. Open PIICU.

5. Open the PI Interface for OPC DA start-up file with the PI ICU. You are looking for the
OPCINT.BAT_NEW file located at the %PIHOME%\Interfaces\OPCInt folder.
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Eﬁ Pl Interface Configuration Utility

Interface  Tocls Help
Mew Windows Interface Instance from EXE... Ctrl+M

Mew Windows Interface Instance frorm BAT File... Ctrl+l
Mew UMNIEKAMS Interface Instance...

6. Select the PISRVO01 from the drop-down list. Now you are ready to configure the PI
Interface

6.13.1 The PI ICU General Section

@ Point Source (which interface?)

&
Y
2

DX > =

Intedace: |.:.p.:.mi\= FISH"."DI\ ~l m

Type: IUPE“ \ jj c Pl Data server Connection Status
Diescription: | \ \ \ # PISRVDT
. Writeable
Versons:  [opcint exe vergion 2.7.0.22 Unilnt version 4.7.0.15
Genersl I Pl Host Information
g:gr* Point Source’ Il:l Server/Collective: [PISRV/01 =
2
Uriint X| || SDKMember: [FISRVOT ~]
Failavar . =
 Health Poirts API Hostname:  [PISRVO1 |
. Performance Counters ace ID User: Jpiadmins | P1Word
- Performance Foints .
-P| SDK Classes Type: I'l"l""""l;"'ad”'d -FI3
Disconnecied Startup 1% | | & Version: [P13.4.430.460
Deb v _
o mug I_Scan Frequency | Scan Class # Port: |5-15'I}
Intesface Status :;%ﬁgl ;
L/ 00:00:02 4 |D:‘~P‘mg'an Files kEE}RPIFC‘-.Irtafm\DPCIrl‘;I
Irterface Batch Filename
lopcint 1 bat
Close |
Ready Service Uninstalled opcint 1 - Not Installed

(@ osi-.:

Page 72



Pl Interfaces

6.13.2 The PI ICU Interface Specific Section

Specific to each interface. In this case OPCint.

/OPCSTOPSTAT = IntfShut (write a value on shutdown)

/ISERVER=<node>::<name> (the machine and OPC Server name)
/TS = Timestamp Source

7. Set the OPC server name to the OPC DA server simulator
OPCSample.OpcDa20Server.1.

Hint: Obtain the name of the OPC Server Name by using the PI OPC Client Tool. The
Pl OPC Client Tool is installed with the OPC Interface and is found in Start Menu under
Pl System — Pl OPC Client Tool. Or click on List Available Servers button, however
this may not work all the time based on DCOM settings.

ntermace Tools '1:||.
15 X | d D (i L7l
interface:  [opcrt1 -> FISAVD1 »|  Rename
Type: |':"F":|"t ﬂ OPC Pl Data server Connection Status
Description: [ # PISRVT
v Wiitsable
Versions:  [opcint exe version 2.7.0.22 |Unilnt version 4.7.0.15
Ganaral OPC Interface-Specific Parameters (2.7.0.22)
OPClint OPC Server ~ [ OPC Server
Serice - Advanced Options List Avalable Servers |
LiniInt - Advise Group names
i Failover ~Event Group names OPC Server Node Mame: OPC Server Name:
| Heatth Poirts Output Group names locahost + +|| oPCsampie OpcDazoserver. =
: Peformance Counters Poled Group names | ' - I J
i~ Peformance Points Data Handling
L Pl SDK Output [locahost-OPCSample OpcDa205erver. 1
- Disconnected Startup | |Security
= Debug - DCOM Security
I0 Rate OPC Security ™ Force v1.0a Protocol r ?"'d only GOOD qualty data
Inteface Status Failover
Unilrit Interface Level Timestamps - Questionable Quality
-Cluster Interface Level " Original imestamps " Store Quality Only
-Sarver Level " Original Timestamps Adjusted to PT Server " Store Value Only
Plug-Ins " Original Timestamps for Advise Tags Only & Store Value Flagged
Mehiim W % PI Server Provides Al Timestamps Questionable
€ > - ]
Closa Apply
Ready Service Uninstalled opcint 1 - Not Installed

8. In OPCint — Data Handling section check Write Status to Tags on Shutdown
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ntermace Tools "l:||_
A5 X | d H
inteface;  [opcrnt1 -» PISRVDT w|  Fename
Type: |':"F":|"t ﬂ OFC Pl Data server Connection Status
Diescription: [ #F PISREVIN
¥ Wiitsable
Versions:  [opcint exe version 2.7.0.22 |Unilnt version 4.7.0.15
Gansral OPC Interfface-Specific Parameters (2.7.0.22)
OPCirt OPC Server Data Handling
Serice - Advanced Options [~ Staggered Group Activation [T Mo Timeout
Uikt - Advise Group names [T Inactivate Groups on Startup [ Disable callbacks
- Failover ~Event Group names I™ Update Snapshot
" Haghth Poirés - Output Group names [ Ignore First Value [T Time Offset|+ I
| Performance Courtters Polled Group names [ Ignore Subsecond Tmestamps Event Update Rate: | 000:00:01 ::II
i~ Peformance Points Data Handing
L Pl SDK Output [ Store prevvalue-Advise tags
- Debug - DCOM Security —
10 Rate ‘OPC Seaurity Ouestionable Bad Oualites o
Inteface Status Failover Format of Timestamp S : | ;l
Unilnt Interface Level
Cluster Interface Level MNumber of Tags in advise group: 800
- Server Level
Plug-Ins
Nehiin !
< >
Closa Apply
Ready Service Uninstalled opcint 1 - Not Installed

6.13.3 The PI ICU Unilnt Section

Unilnt is short for Universal Interface. It is reusable code integrated in many of OSlsoft’s
interfaces to include generic functions such as establishing a connection to the PI Data Archive
computer and monitoring the Pl Point database for changes. This section is applicable to most,
though not all interfaces. For most of the PI Interfaces the option Write Status to Tags on
Shutdown is selected here, but for Pl Interface for OPC DA it is ignored, and it is set in the
OPCInt plug-in -> Data Handling section.

9. Recommended is also check the option Include Point Source in the header of log
messages.

[T Disable Unikt pefomance counters

W Include Point Source in the header of log messages
[~ Include UFD ID in log messages

[~ Trim Digital State Names

6.13.4 The PI ICU Service Section

10. Use PI1 ICU to create the interface Windows service. Pl ICU is not capable to create PI
Interface Windows Service under ¢gMSA. Therefore, keep the default
NT Service\opcintl account and hit Create button. Close PI ICU.
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11. Open Services Manager find Pl-opcintl service and switch the NT Service\opcintl

account for PISCHOOL\SVC-PIINT$ gMSA.

12. Open PI ICU again, select opcintl from drop-down list and select Service section. The

gMSA is now applied.

Interface Tools Help

NEX Hd » @ 7
interface:  [opcnt1 > PISRVDT v] _Rename |
Type: |OPCIrt | orC Pl Data server Connection Status
Descrption: | # PISRVD
& Witeable
Versions: |npmt.exc version 2.7.0.22 |Lh|h't version 4.7.0.15
General Service Configuration
OPClnt e |upcirt'| C | J Startup Type Create / Remove
Service ' Ato
Unniint Display name: |Plopcint1 " Manual
i Failower Log — " NT SHT'H'ICE‘\EH:IEI'IH i Dizabled Remove
i~ Health Points : & [Domain\lUserNa
i Paformance Courters [Domain'\|UserName
" Ferformance Foints Userhame IF‘IEC-*!CIOL\EVC-PIINT$
- PISDK OMF Health Corfiguration |
i Password: |
Disconnected Startup
-~ Debug Confim password: | Inatalled services
:g F:rate - Dependencies: tepip AdobeARMserice A
anacs s
q | |[Adhcent
AJRouter
p | |AG
App|DSwe v
£ >
Adobe Acrobat Update Service
Gose || ooty |
Ready Stopped opcint 1 - Installed

13. Start the PI Interface

There are two ways to start the interface:

o Interactive (run the interface under your user account) Used only for testing! In PI ICU

menu Interface — Start Interactive or CTRL+T

¢ Non-Interactive (start the Windows Service using services.msc from Start Menu) or

from within the PI ICU

e Start the interface interactively to confirm operation. Look for connections to both the

Pl Data Archive and the OPC server.

e Start the PI Interface as a Windows service and confirm proper start-up by using the

PISDKUtility to monitor the message log.

] Validate the interface can be started by the Windows service before
0 T| p you consider your configuration complete. Starting the interface
interactively uses your account permissions (piadmins); however, the

Windows service may not have the correct permissions and fail.

@osi..
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Q5 Lser Trust

Server ID PID RegApphame |derdity
PisRVET 38 3748 BEIN-UNINT PHN-DSOFC

PISRVOIN 7 5592 piarchss

PISRVDH 13  D:\Program Files\PI\  pibackup 4116 pibackup

PISRVD1 5 D:\Program Files\PI\ pibasess 4848 pibasess

PISRVO1 36 D:\Program Files\PI\ PHCU.exe{416)remote 416  IntefaceConfigurationLtiity  piadmins | PIWorld

When starting the interface, check for errors in the log file.

14. View the log file with the PISDKUtility

@ pISDK Utility (Administrater)

File

Buffering  Tools Help

= {#® P| SDK

{@ About PISDK
& Connections
& Snapshet Tool

= 4* Tools

E]I Message Log
ﬂ Support Data
@ Error Lookup
B Tracing Setup
@ KST Cleanup

PISCHOOL \student01

'._) Get Messages X _] 1

Time Fiters i

Start Time: | Progam: |* | Soucel: |7

End Time: | Message: | | Severty: |Debug v
Time Severty Meszsage Program Source1 ™
1/17/2020 203:... Information  Connected to OPC Server PIINTO1::0PCSample OpcDa20Server. 1 in thread ID 1540 (1540)...  opcint OPCpi
171772020 2:03.... formation Connection accepted: Process name: opcint.exe({2620) ID: 21 pinetmgr

1/17/2020 2:03... Waming Invakd debug level specified, debugaing has been dsabled. opcint OPCpi
1/17/2020 2:03:... nformation  Opcint version> 2.7.0.22 26-Sep-2019 opcint OPCpi
141772020 2:03....  Emor Failed to activate paformance courter data for service (opont1) opcint OPCpi
171772020 2:03.... formation Peformance counter data was not propery installed prior to stating the intedface fopcint 1) opaint OPCpi
1/17/2020 2:03....  Information 1 UNSOLICITED Scan class has been defined opeint OPCpi
1/17/2020 2:03:....  nformation  Scan class 4, update period = 2 seconds, unspecfied phase offset apcint OPCpi
1/17/2020 203... kformation  Scan class 3. update period = 1 seconds. unspecified phase offset opcint OPCpi
171772020 2:03.... kformation  Scan class 2, update period = 1 seconds, unspecified phase offset opaint OPCpi
171772020 2:03.... Information  Scan class 1, update perod = 1 seconds, unspecied phase offset opeint OPCpi
1/17/2020 2:03:...  Information 4 Scan classes have been defined opcint OPCpi
1/17/2020 203:... Information  /percentup=100 opcint OPCpi
1/17/2020 2.03.... Information ~ Scan performance summary every 8 hours opcint OPCpi
1/17/2020 2:03.... Information /UPDATEINTERVAL: Point updates will be checked every 120 seconds. opcint OPCpi
11772020 2:03: . iformation  (Local time on server node - local time on interface node) = 0 seconds opeint OPCpi
11772020 2:03:... Information  (UTC time on server node - UTC time on interface node) = 0 seconds opcint OPCpi
1/17/2020 2:03... formation  Uniint is using dynamic PIAPI functions to retrieve point atiributes opcint OPCpi
1/17/2020 2.03.... Information Pl Server Name: PISRVD1" Version: 3.4, Buid 430.460 opcint OPCpi
1/17/2020 203,  information  FIAPI Successfully connected to PISRV01:5450 opeint OPCpi
11772020 2:03:...  information  PISRVD1> Initial connection to [PISRVD1:5450] Buffered|0] opcintexe  PIAPI W

L 4

243 messages retrieved

On buffered data collectors, you will want the Pl Interface to be dependent on the Pl Buffer
Subsystem (PIBuffss). This will assure that the buffer starts before the Pl Interface, because
if Pl Interface starts before the PI Buffer Subsystem it will start sending values to the PI
Data Archive directly, thus bypassing the buffer.

You will create the points collected by this Pl Interface in the next chapter.
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6.14 Exercise — Pl Interface for Random and RampSoak
Simulator Data Configuration with PI ICU

Follow the instructions precisely!!!

Exercise Objectives

e Configure the PI Interface for Random Simulator Data and Pl Interface for RampSoak
Simulator Data.

o Create the predefined default Pl Points using PI Builder
o Verify the values are updating.

Problem Description

You utilize the knowledge gained in the previous exercise to set up the PI Interfaces for
Random and RampSoak Simulator Data on PIINTO1. Then you create the predefined PI
Points for those interfaces and verify the values are updating.

Approach

1. Add new interface from BAT file in Pl ICU. Locate the RANDOM.BAT_NEW file at
%PIHOMEG64%\Interfaces\Random directory as PI Interface for Random Simulator
Data is 64-bit application, unlike 32-bit PI Interface for OPC DA.

2. In General section keep the “R” point source and Interface ID blank. Edit first scan

class from 00:00:30 to 00:00:05

In random interface section check Fill time gaps with data.

In Unilnt section check Include Point Source in the header of log messages.

In Services section create service under default NT Service\random1 account.

User Services Manager to switch it for gMSA PISCHOOL\SVC-PIINTS.

Re-open PI ICU to see the gMSA was applied and start the service.

Check the local Pl Message Log and Operations — Network Manager Statistics

in PI SMT for RandE application.

© N OA~®

{PISRVOT. 43 " D:\Program Fiies\PT\, _ RandE{5420jremote 5430 PHN-UNINT PIINOSR..  Plintefaces | PiWodd ~ PISCHOOL\SVCPIINTS
9. Repeat the steps 1 to 8 for PI Interface for RampSoak Simulator Data.
o File RMP_SK.BAT_NEW is located at %PIHOMEG64%\Interfaces\Rmp_sk
directory.

o Keep the point source “9” and Interface ID blank.
o In Network Manager Statistics look for RmpSE application

{PISRVOT 45 D:\Program Files\PI\  RmpSE (5580)remcte 5580 PLIN-UNINT PIAINOS-R..  Plintefaces | PiWodd  PISCHOOL\SVC-PIINTS

10. On PISRVO01 open Exercise Files folder from the desktop shortcut and open MS
Excel file Default PI Points for Random and RampSoak.xIsx.
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11. What all those columns mean will be explained in the next chapter PI Points. Right
now, we only need to create them quickly. Switch to Pl Builder tab and define Data
Server to be PISRVO1.

12. This enables the Publish button:

Home Insert Page Layout Formulas Data Review e Pl Builder
Data Server: W PISRVO1~ | (2 (%) Select All /«:‘ _
- -]
Asset Server: (@D <None> = € ) Deselect All ) o
elete — Pl Points  Library Elements Event
Database: Q{Nnn:} * m Reset to Template - Eraa
Connections Build M Retrieve

13. Hit it and from Publish Options dialog select Create Only and click OK

b Publish Options x

Edit Mode: |SEENE
Create and Edit

Edit Only

Cancel

14. Open Pl SMT and navigate to Data — Current Values plug-in.

15. Click on the Tag Search K icon to open Tag Search dialog.
16. Keep the fields as default (“*”) and click on Search button to search for all available
tags. Then click on Select All and OK.

17. All tags should have values. Click on play 4 button for automatic value updates.

KX »r a0 Qe

Tag Name Server Collective  Timestamp Value Engineerng Units  Descriptor

BAACTIVE1 PISRVO1 1/17/2020 3:49:31 PM  Active STATE Batch Active Reactor 1
BACONC.1  PISRVO1 1/17/2020 3.57.41PM 79927 DEG.C Concentration Reactor 1
BALLEVEL.1 PISRVO1 1/17/2020 3.57:36 PM  16.547 Level Reactor 1

BA:PHASE.1 PISRVO1 1/17/2020 3:49:31 PM  Phasel STATE Phase Reactor 1

BATEMP.1  PISRVO1 1/17/2020 3:.57:41 PM  18.219 Temperature Reactor 1
CDEP158 PISRVO1 1/17/2020 3:52.21PM 6 Light Naphtha End Point
CDM158 PISRVO1 1/17/2020 3:.57:41 PM  Manual STATE Light Naphtha End Point Control
CDT158 PISRVO1 1/17/2020 3:57:41 PM  65.61 DEG.C Atmospheric Tower OH Vapor
SINUSOID PISRVO1 1/17/2020 3:57:31 PM  93.833 12 Hour Sine Wave
SINUSOIDU  PISRVO1 1/17/2020 3:57:31 PM  93.833 UTC 12 Hour Sine Wave
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7.PIl Points

Objectives

Define a Pl Point

Describe the different point types

Describe the basic point attributes

Build and edit points with Point Builder

Describe a digital state set

Create a digital state set

Create digital state points

Build and edit points with the PI Builder add-in to Excel.
Connect the OPC data to Pl points

7.1 What is a Pl Point?

A PI point is a unique storage point for data in the Pl Server.

ED For more information see "PIl Point Classes and Attributes"” in Pl Data
Archive System Management Guide.

Some examples are:

A flow rate from a flow meter (would use floating point [also known as float, real] data)
A DCS controller's mode of operation (may use digital or discrete data)

The batch number of a product (can use one of float, integer, or string data)

Text comments from an operator (using string [character] data)

The result of a calculation (float or integer data)

Memory % usage in a server (uses floating point data)

Note: Some industries and customers use the term “tag.” In the Pl system, point, tag and
data stream are synonymous.
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7.1.1 Point Class

The Point Class is simply the name for a defined set of point attributes. The PI Data Archive
is pre-configured with the point classes you will need. The typical Pl System has no need for
additional point classes.

All points are based on the Base point class. However, these points do not have the complete
set of attributes required to collect data via an interface. Although points created by PI
Connectors are of Base point class

The Classic point class contains all the Base point class plus all the attributes required by
the interface to connect to the data source and collect data.

you can create your own, but these are special situations. Most of the

@ T| p There are a handful of predefined “point classes” in the Pl System and
points you will create will use the classic point class.

7.1.2 Point Type

The Pl Data Archive, designed to collect and store time-series data, can store almost any
data type.

There is no absolute when selecting point type but matching the PI point type with the data
type on the source is usually a good start. For example, if the data source indicates that the
data collected is a REAL32 then you would most likely use Float32 (a 32-bit floating-point
value).

@ . The PI Floatl6 is not a real data type — it was made up for the Pl Server.

Tl p It is actually a floating-point value scaled to a 16-bit integer. Developed
decades ago, when disk space was scarce and expensive, you should
not use this point type unless you have a specific reason to do so.
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7.2 Directed Exercise — Data Types

You are invited to interact with the instructor to explore the different
concepts presented in this section.

Problem Description
Identify the measurement that can be associated with each data type.

Example: Float32: pressure in bars UOM

The table below lists the common Pl Data Types. List another few example to the point type in
the second column.

Digital

Int16

Int32

Float32

Float64

String

Now do the reverse and think about what data types would be appropriate for the
following measurements:

switch position

Batch ID

operator comments

calculation results

% remaining server disk
space

current reaction phase

conveyor load
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7.3 Directed Activity — Point Attributes

Research point attributes.

Activity Objectives

e Describe the Point Attributes for a Classic point

Approach
You may need to use the documentation for this exercise.
Use the table on the next page.

Match the attribute description to the attribute name for selected Point Attributes for the
CLASSIC point class.

Each person will research attributes and match the proper description.

When you are done with the exercise, the instructor will go through each attribute to review
them.

To complete the activity, you can use "Base Class Point Attributes” and
D_:l “Classic Class Point Attributes” in Pl Data Archive System Management
Guide.
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N. Attribute Description
1 | CompDev A | Flag set to ON (1) for a point to be archived. Set to OFF (0) to stop
archiving of a point.
) |s B Flag se to ON (1) to apply compression algorithm to a point. Set to
pan . .
OFF (0) to record every values in the archive.
3 | Zero C | Deviation for compression algorithm in engineering units.
4 | ExcDev D | Specifies the name of the digital state set associated with the tag.
5 | Shutdown E | Controls the format of numeric values on screens and in reports.
6 | Archiving F | Describes the units of the measurement.
) Provides additional information. Some interfaces use it to encode
7 | Locationl G N ] o ]
additional configuration information.
8 | Future H | Specification of a deviation for exception-reporting.
Maximum time for compression. Duplicate values are archived if
9 | ExcMax I ]
the elapsed time exceeds the value.
10 | DigitalSet J | Associates a tag with an interface or Pl application
] Records a time-stamped event to a tag when the archive was shut
11 | ExcMin K
down.
] Minimum time for exception-reporting. For interface points the
12 | EngUnits L
value should be 0.
_ The difference between the top of the range and the bottom of the
13 | Compressing M ) ) )
range. Required for all numeric data type points.
) Defines how numeric values are interpolated. Flag se to OFF (0)
14 | PointSource N ) ] )
for values as continuous signal. Set to ON (1) for discrete values.
15 | CompMax O | Used by some interfaces as the tag in the external system.
) Maximum time for exception-reporting. Duplicate values are
16 | Location4 P ] ) )
archived if the elapsed time exceeds the value.
17 | InstrumentTag Q | Specifies the interface ID for most of the interfaces.
Flag set to ON (1) for a point to receive values with future
18 | Step R | . ) . o
timestamps. Set to OFF (0) for a point to receive historical values.
19 | ExDesc S | Specifies the scan class number for most of the interfaces.
) . Indicates the lowest values possible. Required for all numeric data
20 | DisplayDigits T )
type points.
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7.4 Creating and Managing Pl Points

There are many ways to create points in the Pl Server. Throughout the course, we will show
you the most common.

&

One tool that may be used to buld and edit points is Point Builder in Pl SMT.

The Point Builder plug-in for PI SMT is a graphical tool that allows the user to create and edit
PI points. This tool allows the system manager to set the attributes for each point individually
during PI point creation and allows you to edit them afterward. Some attributes are system
assigned and cannot be changed.

CTH &R D@ 0 points
Server MName Stored Values Point Source  Point Type  Point Class  Descriptor

General  pechive Classic Seculy  System

Name: Pump63 APM:SP Fename  Server  PISRVDT v
Descriptor: :Nominated speed of the pump

Storec Velues: | Realdime data | Point Source: :L Point Class: | classic w
Point Type: FRoat32 | Digital Set:

Eng Units: (o | Display Digits: | -5|
Exdesc [
Source Tag: (i

It is possible to rename a point while preserving the historical data associated with it. It is also
possible to delete a point; in which case the associated archived data is no longer accessible!
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7.5 Pl Point Attributes and PI Interfaces

Remember the statement, “always reading the documentation manual”? Each interface can
use point attributes in a different manner. That is why each interface documentation specifies
what point attributes are used and how.

Listed below are the common point attributes and how they are commonly used.

ALWAYS consult the interface manual!

Instrument Tag

Name of the point/location in the source data system.
Often it must match the data source exactly!

Extended Descriptor

Place for detailed query instructions.

Future Data

If defined as ‘Allow’ it means that events with time stamps
in the future may be stored.

Exception
Specifications

Defines a significant change in value.

Point Source

Must match the value set in the interface configuration.
See the /PS parameter in the interface start-up file.

Locationl Typically, the Location1 field is used for the interface
instance number (/ID)
Location4 Typically, the field is the scan class number. (/f)
Scan Include the PI point in the list of points to scan (always set
to ON)
@ . Instrument Tags are often case sensitive. Copy and paste this
Tl information directly into PI SMT Point Builder or MS Excel Pl Builder

from the Pl OPC Client Tool when possible.
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Tl DR e 6 paints
Server  Name Stored Values  Pont Source  Point Type  Point Class  Descriptor -
PISRV1 Pump1.BearingTemp Realtime data OPC Float32 classic Main bearing temperature for Pur
PISRV1 Pump1FowRate Realtime data OPC Foat32 classic Flow rate for Pump 1 =
PISRV1  Pump1.0iPressure Realtime data OFC Float12 classic Ol pressure for Pump 1
PISRV1 Pump1OutputowRate Realtime data OPC Foat32 classic Outpas flow rate for Pump 1
FISRV1 Pump1.PumpSpeed Realtime data  OFC Float32 classic Pump speed for Pump 1 ¥
< " >
Genedl | Archive | Classic | Securty | System | nterface  Tools Help
Hame: [Pumo1 GiPressure | [Rename | server: [PISRVY vl NBX|HE|» 50| 3R A @
Descriptor | pressure for Pump 1 ] tefiace:  [opart1 - PISRVT =] Rename
Siored Values: | Realtime date Point Source: |OPC | Point Class: |classi Type: OFCt 7] orc Pl Data server Connection Status
# PISRVI
FoinType  |Poatd2 v Digital Set Descrption: [ e
ErgUnits: P2 Dissiay Digi Versions:  [opcint ece version 26.7.21 [t verson 4624
g s eptey Dt Genenl Pl Host Infomation
Exdesc | oFc Part Sowzed [0PC x| || Server/Colective: [ NN -
= nce
SourceTag: | <] Uikt OFC | || SOKMenber: [N
Falover . AT -
Hoclth Polrte API Hogtiname:  |PISAV
Pedomance Counters | Intedace ID_y |1 User jpiadming | PWedd
Pedformance Poirts
THd & QEe 6 points PISOK Classes i | ST
Sever | Name Stored Values | Point Source | Pont Type  Pont Ciass _ Descrptor ~ G od oo [E]X| | &])| Vemor: | GEFTIAIE:
PISRV1 Pump1.BearingTemp Rsaltime data OPC Foat32 dassic Main bearing temperature for Pur| 6 ik Sean Fi Port 5450
ISRV Pump 1 Ronfate Realtime data  OPC Roal32  classc  Flow rate for Pump 1 tedace Siatve + 000001
PISRV1  Pump1.0dPressure Realtme data OPC Foat32 classc Ol pressure i 2
PISRVI PumplOuputflonRate Realtme data OPC Foat3?  classc 3 EETEE S
PISRV1  Pump1.PumpSpead Realtme data OPC Pump speed for Pump 1 i 4 |D "\Program Fies E&SS]'-PIPC\MNEI"-OPCH‘J
N 1 riterface Batch Flename
General | Archive | Classic | Securty | System [opartinat

Location1:
Location2;

Location3:

1
0
L1
Locationd: 1 : [0 UseRealz
0

Location5:

Instrument Tag: [Sample Process/Pump1/FowRate

The most common cause of malfunctioning new points is incorrect mapping of Pl point
attributes to the data source or the interface configuration.

7.5.1 A Word about Future Data.

The PI Data Archive accepts data with timestamps up until January 2038. January 1970 is the
past limit for all points.

In order to store future data, a point must be created with the “Stored Values” point attribute
setto 1, or ‘Future data’. By default, the “Stored Values” attribute is set to 0 (Real-time data).
This cannot be modified after a point has been created. Points with the attribute set to 0 will
reject data with timestamps more than 10 minutes into the future.

Generally speaking. Future points should be used when storing data that is not collected
sequentially in chronological order. For example, process or operational data should be kept
in historical points because it is measured and collected in real time. On the other hand,
forecasts and predictive data over an arbitrary time range are suited for future points.

Data for all future points is stored in separate archive files. Future data never moves to the
historical archive files even after the future data ages into the past. The archive files for future
points will be created automatically as data is written to the points and are resized dynamically.
Each future archive has an initial size of 1 MB and grows dynamically, and the duration of the
archive is always one calendar month. If neither the initial size nor the duration is desirable,
archives can be manually created and registered.
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7.6 Polled, Advised or Output Points

Many interfaces have different methods of retrieving data. All three read types of points are
read asynchronously by the interface and the same data routines process all updates. The
method is often set in a Location Code.

These are described below:

Polled

For polled points, the interface sends an asynchronous refresh call for the group (points of the
same scan class). This is often the most common method for reading data and is supported
by virtually every interface.

Advise

Advise points “listen” for new events. For Advise points (referred to as read on change in the
OPC Standard), the data source sends data whenever a new value is read into the server’s
cache. Not all interfaces support the Advise method.

Q . Often the Advise method of reading data is the most efficient and best
Tl p performing.

Caution: Do not mix advised points and polled points in the same group (i.e. scan class).
Some interfaces do not tolerate this and will not function correctly.

Output Points

Output points read a separate PI Point and write the value out to the data source. These often
reference calculation points which values are calculated by Pl Analysis Service and are
performing a calculation that cannot be performed on the data source. Only several interfaces
support bi-directional data.

Pl Interfaces capable writing value to data source, such as PI Interface for OPC DA or PI
Interface for Modbus Ethernet, are published in two editions: Read Write a Read Only.

With Read Only edition, the function of writing values to data source is disabled due to security
reasons.
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7.7 Exercise — OPC Points

This activity is designed to maximize learning in a specific topic area.
Your instructor will have instructions and will coach you if you need
assistance during the activity.

Exercise Objectives

e Build PI OPC Points.
¢ Validate Pl OPC points are collecting data from an OPC server.

Problem Description

You have a set of Pumps connected to your OPC Server generating data. (You have already
configured your Pl Interface for OPC DA).

You need to create points in the Pl Data Archive.
Approach

Use the PI OPC Client Tool (installed with the Pl Interface for OPC DA) on PIINTO1 to examine
your OPC Server. You should notice that there is a series of pumps. Each pump has points
associated with it, collecting simulated data.

E= PI_OPCClient - O *

File Server Group Tag Tools Help

= BEEE0D | DEEE @

OPC Servers: Groups: Group Info;
Eg Localhost Marne | Requested UpdateR ate | 1. Group Mame: Groupl
iz OPC.Daw rapper 13 Group 1000 mS econds 2 Update Rate: 1000 mSeconds
-0 OPC.Dawrapper.1 3. Deadband: 0.000000 Percent
% OPCSample.OpcDaz05erver 4 Time Bias: 0 Minutes
=1 OPCS ample.OpcDaZ0Server. 1 . State: Active
; -@ OPCSample.OpcDaSerer B. ltems: B
..... i1 OPCSample.OpcDaServer.1 7. 0FC Standard:  w2.05a
HEEE B =
BEEE REEE BEEE
Tag | Walue | Quality | Timestamp | Type | Ikem 1D
”@Zb BearingTemp 43329203 Good ... 02/01/1812:23058  YT_RE8 Sample Process/Pu
'Eb FlowF ate 83.250000 Good ... 02/01/1812:23058 WT_RE8  Sample Process/Pu
Q DilFreszure 144.000000  Good... 02/01/1812:23068 WT_R8 Sample Process/Fu
t& OutputFlawR ate 832910246 Good .. 02/01/1812:2305  WT_RE  Sample Process/Pu
Server Status: \@:b PumpSpeed 2002564410 Good.. 02/01/1181323.05  WT_RS8 Sample Process/Pu
S arver Stat Time: e/ AS 132050 ‘5 Status 1 Good ... 02/01/18132305 YT_14  Sample Process/Pu
Server Current Time: 02/01/1812:24:50
Server Last Update Time: 0140170 00:00:00
Server Curent State: RUMMING |
Group count = 2
E andwidth = -1
I ajor version = 3
tinor version = 1}
Build rumber = 4
OPC Data Access 2.05a Sample Server < >
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Add Item oo
Server Browsing
[ Manual [ Flat  Branch Filter Itermn Filker: RA Filter:  Data Type Filter:
Lizt | Clear | Apply | ﬂ | ﬂ
E--% OPCSample.OpcDa2iServer.1 Tag | [tern D |
EH:' Gample Process €z, BearingT emp Sample Process/Pumpl /B...
a Fump1 "Q) FlowB ate Sample Proceszs/Pumpl FL...
iIPressure ample Process/Pumpl/0i...
: %E”mpg =5 OiF Sample Process/Pumpl /0
D Pump4 "Q) OutputFlowRate  Sample Process/Pumpl /0.
D F_Ez% "Q) Pump5peed Sample Proceszs/Pumpl /F...
F "Q‘) Statuz Sample Process/Pumpl/5t...
All ltemz: |6 Selected ltemz: B
Select Al | Add Selected
[tem Properties Added Tags -
TagMame:  DiPressure Tag Mame | [tem 1D | [rata Type
: "Q) Status Sample Proceszs/Pumpl#St.. WT_I4
Itern 10 = ample Process/Pumpl /ilPressure "Q) Pump5peed Sample Proceszs/Pumpl/F... “T_RS8
Access Path "Q‘) QutputFlowR ate ample Procezs/Pumpl .. T_H
2 ilPre Sample Pro umpl/0i.. “T_R&8
Drata Type: | ﬂ Clear "Q) Sample Procesz/Pumpl/FlL..  VT_RE
"Q‘) BeannaT emp Sample Process/Pumpl/B...  YT_RB8
Achive: [+
Owvenwrite: [
£ >
Add Remove Remove All
Group: [Group? Group tem Count: |6

] | Cancel

Use the PI Interface for OPC DA User Guide and the information contained in the PI ICU to
configure the points for the first pump only. DO NOT build the Status point just yet. Pay
attention to the Location codes (1,3,4); and the relationship between the Pl point attribute
Instrumenttag and the OPC ItemID.

1. Use PI OPC Client Tool Add Item dialog window to add Items of Pump1l to the Added
Tags list as in the screenshot above. Useful to copy the Item ID.

2. On PISRVO1 in PI SMT Points — Point Builder define the necessary point attributes.
The naming syntax you use will be: <Pump#>.<Tag Name>
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a. General Tab:
e Name: Pump1.0ilPressure
¢ Descriptor: Oil Pressure for Pump 1
¢ Point Source: OPC
¢ Point Type: Float32
¢ Eng Units: kPa
b. Archive Tab:
e Zero: 0
e Span: 1000
c. Classic Tab:
e Location 1: 1
e Location 3: 1

e Location 4: 1

¢ Instrument Tag: Sample Process/Pumpl/OilPressure

3. Create the point by clicking on Save o icon.

4. Repeat the procedure for the other tags except Status. Keep the same Point Source,
Point Type, Location 1, Location 3 and Location 4 as for Pump1.0OilPressure point. For

other attributes use the following table:

Name Description Eg?ts Zero | Span | Instrument Tag
Main bearing

Pumpl.BearingTemp temperature | °C 0 100 | Sample Process/Pumpl/BearingTemp
for Pump 1

Pumpl.FlowRate Et)r\;vgalte for m3/h 0 600 | Sample Process/Pumpl/FlowRate
Output flow

Pumpl.OutputFlowRate | rate for m3/h 0 | 1000 | Sample Process/Pumpl/OutputFlowRate
Pump 1
Pump speed

Pumpl.PumpSpeed for Pump 1 rpm 0 | 3000 | Sample Process/Pumpl/PumpSpeed

5. Goto Data — Current Values. Add created points to the list. Use Point Source:

OPC as the filter. Verify all the points are updating.

. Use the PISDKULtility message facility to see the points as they are
Tl p recognized by the PI Interface for OPC DA — or the ‘View Pl Message

Log Continuously’ icon in the PI ICU. It will show if the point was picked

up properly by the interface.
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7.8 Digital State Sets
7.8.1 About Digital State Sets

10252018 11:14:49 PM

Manusl 11 1

12572013 10:44:32 PM 1 10252018 11:44:33 PM

S

Pl Points of type Digital are used to store data values that have discrete states exemplified
above. Example of typical states are Open/Closed for a valve or On/Off for a switch. While the
user is interested in the actual state, Pl Data Archive stores this information as an integer. This
integer is then associated with a Digital State Set; a grouping of these states. Whenever the
value is requested, Pl Data Archive retrieves the integer value, does a lookup in the Digital
State Set, and then presents the associated text value.

Digital Sets are kept in a common table for all points of type Digital to access. The Digital State
Set must exist prior to the creation of the digital point. When defining a point use the Digital Set
attribute to store the associated Digital Set name. The digital states are case preserving, but
not case sensitive, so you can refer to them with upper and lower case, but any display will
show the configured upper or lower case. There is a large default set called System that
contains system error messages and other information. All points, including non-digital points,
can receive and archive a state from the System digital states set (Shutdown, PtCreated, Over
Range, Under Range, I/O Timeout, etc.).

Do not edit the SYSTEM set on your Pl System!
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7.8.2 Creating digital state sets

Create Digital States with the oG X B 2 B4 E 8
Digital States plug-in under the v | PISRVO1 Sate State
Points section in Pl SMT. This [ BatchAct Number Name

allows you to create new Digital [ rtedaceStatus ||

L Stopped
States, copy and paste existing 4 Modes
Digital states, and edit or delete S Pump Status 1 LOW
existing Digital States. Digital Sets 4 Phases 2 Normal
are local to the Pl Data Archive, so A SYSTEM
) : L 3 HIGH
if you require the same Digital Sets

4 Errar

on multiple PI Data Archives, you
need to export and import the list of -
sets and states as a .csv file or copy
| paste the state sets from one
server to another by opening
multiple P1 Data Archives inside the

plug-in.

To create a new Digital Set, select the Server then the New icon lis in the menu bar. You can
also right click and select Add Set from the pop-up menu. A new table will appear with two
columns. These columns are State Number and State Name. The State Name field
corresponds to the states of the data source and is manually entered, although is a facility for
importing digital states. The State Number field corresponds to the integer that Pl System wiill
store in the archive for that digital state. This field is populated automatically, starting at a value
of 0 and increasing by 1 from there. Once you have fully entered all your digital states,

remember to save the new digital states by clicking on the Save icon - in the toolbar.

Note: Additions and edits to Digital Sets are immediately available on the Pl Data Archive.
However, most client applications, including PI SMT, cache the Digital Sets. This means
that you may have to exit and restart the client application for any changes to be visible.




Pl Points

7.9 Exercise — Create a Digital State Set and Point

Exercise Objectives

e To create a digital state set and point.

Problem Description

A new controller has been installed in your plant, and the
OPC Data server, for which you configured PI Interface
for OPC DA in an earlier exercise, is collecting its data.
It has digital points.

You have decided to create a point to archive this
controller's mode of operation. However, in order to build
the point, you will first need a digital state set.

Use the PI OPC Client Tool (or other appropriate OPC
tool in your own environment) to examine the digital
states. Can you see the state changes?

The table on the right shows the correlation between
state names and numbers.

Approach

This activity is designed to maximize learning in a specific topic area.

State Name State Number
Stopped 0
LOW 1
Normal 2
HIGH 3
Error 4

1. On PISRVO01 open the PI SMT and navigate to Points — Digital States plug-in.

Fill the State Names according the table above.
Save it and restart PI SMT. Why?

Create new Digital State Set called PumpStatus.

Navigate to Points — Point Builder plug-in.
Create a new point with the following attributes:

ook N

a. General Tab: Name: Pumpl.Status; Description: Status of Pump 1; Point

Source: OPC; Point Type: Digital; Digital Set: PumpStatus

b. Classic Tab: Location 1. 1; Location 3: 1; Location 4: 1; Instrument Tag:

Sample Process/Pumpl/Status

c. Archive Tab: Keep defaults. Step attribute greyed out? Why?

7. Save the configured PI Point.

©

Wait for the PI Interface to start collecting data for the new point.

9. Check the updates in Data — Current Values plug-in.

(@ osi
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7.10 PI Builder

The PI Builder is an add-in to Microsoft Excel. The spreadsheet format is convenient when
viewing and editing in bulk, with a row for each point or element and a column for each attribute.

R

PI Builder requires the spreadsheet to have the following layout:

* The attribute names are listed in the top row.
+ The point names are listed in the second column.

The tool best suited to bulk build and edit points is Pl Builder

» Each point has its attributes listed under the headings in the top row, one point

per row.

* Select a point row by putting X in the first column. Import or export operations

are performed on these selected points only.

o Tip

Like every powerful tool, Pl Builder can save you a lot of time, or do a
lot of damage if not used carefully. Be careful!

7.10.1 Enabling Delete

Notice that the Delete action is not enabled by default. There is no “undelete” for a point. If
you delete a point by accident, you cannot get their history back. The history is

inaccessible or lost. Entire systems have been deleted by accident.

It is recommended that you only enable Delete when you need to; be extremely careful when
using it. Turning the point attribute SCAN to OFF is a better alternative.

7.10.2 Export only What Matters

OSlsoft recommends that you export only attributes that have been changed; that is, remove
any unchanged columns. If you don’t do this, then all the attributes are exported, not only those

that have changed.

Moreover, only export the points (rows) that are new or that you have changed.

Data Server: W PISRVD1 - [E t (x) Select Al E’U 5
Asset Server. @ PISRVD1 ~ { ) Deselect All .
Publish Pl Points Library Elements Event
Database: (@ <None> ~ £ Reset to Template - Frames *
Connecions Build [F} Retrieve
B16
A B C D E

1 |selected(x) Name ObjectType Description

2 (x Pumpl.Status PlPoint Status of Pump 1

3 |x Pumpl.0ilPressure PIPoint Qil pressure for Pump 1 kPa
4 |x Pumpl.BearingTemp PlPoint Main bearing temperature for Pump1l C

5 [x Pumpl.FlowRate PIPoint Flow rate for Pump 1 m3/h
6 |x Pumpl.OutputFlowRate PlPoint Output flow rate for Pump 1 m3/h
7 |x Pumpl.PumpSpeed PIPoint Pump speed for Pump 1 pm

Security

=

Retrieve

opC
QPC
opC
QPC
opC
QPC

Show Values in Rows

Show Values in Columns

["Heade

F Setting

Attribute Data References

G

Digital

Float32
Float32
Float32
Float32
Float32

H |

engunits pointsource pointtype archiving compressing

1

A ]
O e
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7.11 Exercise — Pl Builder

This activity is designed to maximize learning in a specific topic
area. Your instructor will have instructions and will coach you if
you need assistance during the activity.

Exercise Objectives
e Create points in bulk using the Pl Builder
¢ Moadify points in bulk using the PI Builder
Problem Description
Create the remaining points of Pump2 to Pump5 for the PI Interface for OPC DA without
tedious necessity of using the Pl SMT Point Builder plug-in.
Approach
1. On PIINTO1 open PI OPC Client Tool. Connect to OPCSample.OpcDa20Server.1
2. In Add Item window in Server Browsing section check Flat and hit List.

Add ltem X

Server Browsi
U |'-"|EIHLIEI|| Flat | Branch Fiter: Item Filtei: RAW Filter:  Data Typa Fikes:

I List | ' Clear | Apply | ~]| =

3. Intotal 30 items are listed. Select all items for Pump2 to Pump5 (Selected Items: 24)
and click Add Selected button and OK.

4. On main menu toolbar go to File — Save As... and select the destination folder for
TagList.csv file (for example Desktop). We do not care about the opcint.bat file.

Ertes file Manve for Dat file:
opcint bat J

Enter file Mare for .cav fils:

[:4U sers\shudent(]. PISCHOOL \Deskiop! TagList oo

Save Cancel |

Copy the file from PIINTO1 to PISRVO01

On PISRVO01 open MS Excel with PI Builder and with Pl Points button load all PI
points for Pumpl using the Point Source: OPC filter.

Click on Name column header to sort the points alphabetically.
Select all points using SHIFT, or CTRL+A and hit OK.
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»+~ Tag Search b o
Server(s): |=J_-I Vo1 -
pointsource:OPC ® v (2 Search |

MName: X

Pgint Source: .Cl:‘C| X

Data Type: . | X
Point Class: ~ v | K

4 Add Criteria ¥

Name Data Server Description Point Source Data Type @
&% Pump1.BearingTemp PISRVO1 Main bearing te,., OPC Float32

&7 Pump LFlowRate PISRVOL Flow rate for Pu... OPC Float32

&7 Pump L.OPressure PISRVOL Ol pressure for ... OPC Fleat32

& Pumpl.QutputFlowRate  PISRVO1 Output flow rat... ORC Float32

&% Pump 1.PumpSpeed PISRVO1 Pump speed for.,. OPC Float32

&% Pump 1.Status PISRVOL Statusof Pump 1 OPC Digital

9. From Select Object Types and Column Headers check only the following attributes:
a. General: Description, digitalset, engunits, pointsource, pointtype
b. Archive: scan, span, zero
c. Classic: instrumenttag, locationl, location2, location3, location4, location5

10. All other attributes are not needed and should be unchecked. Except Required
Columns as expected cannot be unchecked.

11. Open a new sheet in MS Excel, select Data tab and from section Get External

Data click on From Text button. B
12. Load the TagList.csv file you copied from PIINTOL. F]':’T”
13. In Text Import Wizard on Step 2 select Comma as delimiter and finish the

wizards with default settings.

14. Copy the instrumenttag column from Sheet2 to Sheetl and append it to the
instrumenttag column there to rows loaded for Pumpl.

15. Using the replace all function (CTRL+H) replace “Sample Process/” with “NULL”
and then replace “/” for “.” in Tag column to have point names according the
naming syntax <Pump#>.<Tag Name> and again copy to Sheetl Name column

and append.
Find and Replace ? x Find and Replace [ x
Fing  Replace Find  Replace
Find what Sample Process/ ~ Find what v
Replace with: | ~ Replace with: | | v

Options > > Options »>

Replace Al Beplace Find All Eind Next Close Replace Al Eeplace Find &ll Eind Next Close

16. In Sheetl replicate the values from columns ObjectType, pointsource, scan,
locationl, location2, location3, location4 and location5 to the rest of the rows. (You

|PIF'oint X

can use the double-click on the lower right corner of the cell ")
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17. For engunits, span and zero the values are repeating for each pump. Select the all
rows for Pumpl in those columns and copy and paste below 4 times.

18. The same goes for Description column only there you must modify the pump
number (CTRL+H).

19. Copy PumpStatus in digitalset to Status tag rows for Pump2 to Pump5. You PI
points configuration is now complete.

20. Click on (x) Select All button ™/ Sl
for Pump1l as those tags already exist.

to select all rows, but then deselect rows

21. Hit Publish and select Create Only option. Save the file.

22.In PI SMT Data — Current Values load the created tags and verify the values are

updating.
Er¥)klraB@ e
Tag Name Sarver Timestamp Value Engineering Units  Descriptor
Pump1_BearingTemp PISRVDT 172002020 3:26:04 PM 43585 T Main bearing temperature for Pump 1
Pump1 RowRate PISRVDT 172072020 3:25:59PM  457.88 mih Row rate for Pump 1
Pump1.0ilPressure PISRVO1 1/20/2020 3:26.04 PM 5766 kPa Oil pressure for Pump 1
Pump1.OutputFlowRate PISRVD1 1/20/2020 3:26:04 PM  603.77 mih Output flow rate for Pump 1
Pump1.PumpSpeed PISRVDT 1/20/2020 3:26:04 PM 1899 mm Pump speed for Pump 1
Pump1.Status PISRVOT 172072020 3:25:39PM  LOW Status of Pump 1
Pump2 Bearing Temp PISRVOT  1/20/2020 3:26:03PM 47286 T Main bearing temperature for Pump 2
Pump2 RowRate PISRVD1 1/20/2020 3:25:59 PM 333 mih Fow rate for Pump 2
Pump2 il Pressure PISRVO1 1/20/2020 3:26:03PM B8 kFa Ol pressure for Pump 2
Pump2 QuiputFlowRate  PISRVD1  1/20/2020 3:25:55PM 441 m3h Qutput flow rate for Pump 2
Pump2 PumpSpeed PISRVOT  1/20/2020 3:26:02PM 5947 mm Pump speed for Pump 2
Pump2 Status PISRVD1 1/20/2020 3:25:1BPM  Emor Status of Pump 2
Pump3_Bearing Temp PISRVO1 1/20/2020 3:26:03PM  51.205 T Main bearing temperature for Pump 3
Pump3 RowRate PISRVOT 1/20/°2020 32604 PM 51778 mih Row rate for Pump 3
Pump3 Qi Pressure PISRVOT 172072020 3:26:04 PM 21115 kPa il pressure for Pump 3
Pump3 OutputFlowRate PISRVD1 17202020 32604 PM 5871 mdh Output flow rate for Pump 3
Pump3 PumpSpeed PISRVO1 1/20/2020 3:26:03PM 14829 pm Pump speed for Pump 3
Pump3.Status PISRVOT  1/20/2020 3:25:46 PM  Stopped Status of Pump 3
Pump4.Bearing Temp PISRVOT 172002020 3:26:02PM  28.312 T Main bearing temperature for Pump 4
Pumpd RowRate PISRVDO1 1/20/2020 3.26.04 PM  B75.2% mih Fow rate for Pump 4
Pump4 il Pressure PISRVO1 1/20/2020 32601 PM 98571 kFPa Ol pressure for Pump 4
Pump4.OutputFlowRate  PISRVO1  1/20/2020 3:26:04 PM 88313 mih Output flow rate for Pump 4
Pump4.Pump Speed PISRVOT 172072020 3:25:55PM  997.26 mm Pump speed for Pump 4
Pumpd Status PISRVOT  1/20/2020 3:25:35PM  HIGH Status of Pump 4
Pump5. Bearing Temp PISRVD1 1/20/2020 3:25:58 PM 132 T Main bearing temperature for Pump 5
Pump5_RowRate PISRVO1 1/20/2020 3:25:57PM 98,653 mih Flow rate for Pump 5
Pump5 Cil Pressure PISRVOT 1/20/2020 3:26:04 PM  93.04 kPa Ol pressure for Pump 5
Pump5 OutputFowRate  PISRVDT  1/20/2020 3:2603 PM 10221 mdh Output flow rate for Pump 5
Pump5 PumpSpeed PISRVDO1 1/20/2020 3:26:00 PM  180.86 pm Pump speed for Pump 5§
Pump5._Status PISRVOT 1/20/2020 3:25:43FM  Emor Status of Pump 5

You may choose to use the Pl Points for OPC DA Int — Pumps.xIsx spreadsheet provided in
the Exercise Files directory, to create the Pl Points if falling behind or due to time constrains.

DO NOT PROCEED beyond this point until all points are collecting data. Many of the remaining
course exercises depend on this exercise.

Information on building and managing points is found in PI Data Archive
System Management Guide.

ED See Pl Builder User Guide for information on the PI Builder for Excel.

What are common causes for no data being collected?
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8. Pl Vision

Objectives

Describe PI Vision architecture

Introduce Kerberos Delegation

Install and configure PI Vision

Install Pl ProcessBook to PI Vision Migration Utility
Create a simple display in Pl Vision

D:I Detailed installation and configuration of Pl Vision is described in Pl
Vision Installation and Administration Guide.

8.1 Pl Vision Architecture

Pl Vision is a web-browser based application that enables you to easily retrieve, monitor, and
analyze process engineering information.

The main components of Pl Vision installation are:

Pl Vision Web Site Pl Web API
J AN
) e
Clients Ea N &J 1k
A, od
Pl Vision Admin Site Pl Web API Crawler
J - J

Pl Vision SQL Database

1. Clients areindividual Pl Vision users accessing Pl System data. Pl Vision is supported
by most modern browsers on a wide variety of devices, including tables and phones
running iOS or Android operating system.
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2. Pl Vision IIS Application Server provides the execution environment for Pl Vision.
The application server handles all application operations between users (clients) and
Pl Data Archive servers, Pl AF servers, MS SQL Server and Pl Web API.

3. Pl Web API provides cross-platform, multi-user programmatic access to Pl System
data

4. Pl Web API Crawler enables the search functionality of PI Vision by periodically
crawling the registered servers for metadata and creating a search index.

5. PI Vision SQL Database on MS SQL Server stores user display settings and
definitions. Display definitions include such data as a display name and display owner,
symbols on the display, user permissions etc.

OSlsoft recommends that Pl Vision uses the SAME MS SQL Server that Pl AF uses.
Otherwise, you can either install MS SQL Server on the same computer as Pl Vision IS
application server or you can use a dedicated MS SQL Server installation.

OSilsoft strongly recommends that the Pl Data Archive server(s) and Pl AF server(s) be in the
SAME DOMAIN as PI Vision IIS Application Server and MS SQL Server hosting the PI Vision
SQL Database

8.2 Pl Vision Data Flow

Example of a typical data flow that occurs as different architecture elements interact to provide
the client with Pl System data.

When searching for datain a new display:

1. When a user performs a search for a data item (asset, attribute or Pl point), the client
sends a request for that data item to the PI Vision IIS Application Server. The request
is relayed to the PI Web API which populates the search results retrieved from the local
index created by the Pl Web API Crawler.

2. Based on the search results, the user can create a symbol for the data item by dragging
it onto the display. The symbol on the display does not yet contain any Pl System data
values.

3. Symbol creation triggers a request for Pl System data, which PI Vision IIS Application
Server relays to Pl Data Archive or Pl AF. When PI System data returns to the client,
the symbols on the display are populated with data values.

4. When a user saves the display, the display definition (display settings) is send to the
MS SQL Server and stored in the Pl Vision SQL database.
When opening and existing display:

1. When a user opens an existing display, the client side sends a request for a display
definition to the PI Vision IIS Application Server, which is relayed to the MS SQL Server.
The MS SQL Server returns the display definition from which the client generates a
display with symbols. The symbols do not yet contain any data values.
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2. Symbol creation triggers a request for Pl System data, which PI Vision IIS Application
Server relays to Pl Data Archive or Pl AF. When Pl System data returns to the client,
the symbols are populated with data values.

8.3 Addresses, Application Pools, Services and Local Groups

8.3.1 Web Addresses

PI Vision uses three websites:
e The administration website used for initial configuration and maintenance:
o https://<WebServer>/PIVision/Admin
¢ The main application website for creating and visualizing displays:
o https://<WebServer>/PIVision

o Pl Web API Indexed Databases page for checking the status or recreating indexes for
P1 Vision search dialog:

o https://<WebServer>/piwebapi/admin/search/database.html

<WebServer> is the hostname or FQDN of the PI Vision IIS Application Server where
Microsoft Internet Information Services (11S) server role is installed.

8.3.2 Application Pools

An IS application pool is a pool - i.e. a collection - that houses applications on 1IS. Each
application pool consists of a process called w3wp.exe that runs on the server machine.
P1 Vision installation creates three application pools:

¢ PIVisionAdminAppPool runs the Administration website

e PIVisionServiceAppPool runs the main PI Vision application website

e PIlVisionUtilityAppPool runs the Pl ProcessBook to Pl Vision Migration Utility website.

The applications pools run under Windows service accounts that have appropriate access
permissions across the Pl System.

‘:' PlVisionAdminAppPool Started wd 0 Integrated
L} PVisionServicelp pPool Started v .0 Integrated
Lo PlVisionUtilityAppPool Started  wd0 Integrated

8.3.3 Windows Services

PI Vision installation installs PI Web API that creates two services:
o Pl Web API: A RESTful API to the PI System.

e Pl Web API Crawler: crawls Pl System data sources to provide metadata to indexed
search.
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8.3.4 Local Groups

P1 Vision installation creates four local groups on Pl Vision IIS Application Server:

¢ Pl Vision Admins: Members of this group are granted access to the PI Vision
Administration website https://<WebServer>/PIVision/Admin.

e Pl Vision Users: Members of this group are granted access to the main PI Vision
application website https://<WebServer>/PIVision.

e Pl Vision Utility Users: Members of this group are granted permission to use Pl
ProcessBook to PI Vision Migration Utility to migrate PI ProcessBook displays to
native PI Vision displays.

o Pl Web API Admin: Members of this group are granted permissions to access Pl Web
API search indexes website
https://<WebServer>/piwebapi/admin/search/database.html.

i Pl Vision Admins Pl Vision Administrators

EE Pl Vision Users Pl Vision Users

& p| Vision Utility Users Pl Vision Utility Users

% Pl Web AP| Admins Members of this group may administer the Pl Web AP

8.4 Hardware and Software Requirements

8.4.1 PI Vision IIS Application Server requirements

The requirements for the software on the machine the Pl Vision IIS Application Sever are:
e Microsoft Windows Server 2012 64-bit and later, incl. Server Core versions
e Microsoft Information Services (IIS) 8.0 and later

e Microsoft .NET Framework 4

The following table show the recommend hardware sizing based on the number of users
(clients) connecting to the PI Vision IIS Application Server at the same time:

# of Users (Clients) | 1to 50 50 to 250 250 to 500
CPU: # of Cores 4 4 8
CPU: Speed (GHz) 2 2.5 3
RAM (GB) 6 12 24

8.4.2 MS SQL Server requirements

PI Vision requires MS SQL Server 2014 or above. All editions (Express, Standard, Enterprise)
are supported.
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8.4.3 PI System requirements

e PI Data Archive version 3.4.380 and later
e Pl AF version 2018 (2.10) and later

8.4.4 Client requirements

P1 Vision clients need to use web browsers that are HTML5 compatible:
e Microsoft Internet Explorer 11
e Microsoft Edge 44 and later
e Google Chrome 76 and later
e Mozilla Firefox 69 and later

e Safari 11 and later

8.5 Kerberos Delegation

Kerberos delegation is a network authentication protocol that allows users in a distributed
application environment to securely access remote data sources. Kerberos delegation is
designed to provide strong authentication for client/server applications by using secret key
cryptography. Clients obtain tickets from the Kerberos Key Distribution Center on Domain
Controller and provide these tickets to servers when connections are established.

8.5.1 Kerberos Double Hop

Simply speaking, in order to view data from Pl Data Archive and Pl AF in Pl Vision, client’s
(user’s) account must authenticate not only to PI Vision IIS Application Server, but also to PI
Data Archive and PI AF. PI Vision 1IS Application server needs to forward (delegate) client’s
credentials to Pl Data Archive and Pl AF for authentication. This is called a Double Hop
scenario.

Kerberos Double Hop is a term used to describe our method of maintaining the client's
Kerberos authentication credentials over two or more connections. In this fashion we can
retain the user’s credentials and act on behalf of the user in further connections to other
servers.

It works in 5 steps:

Step 1 — Client provides credentials to domain controller and it returns a Kerberos ticket to the
client.

Kerberos ticket confirms the client credentials are validated and client is authorized to receive
a service ticket. Service ticket provides access to application services.
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Step 2 — Client uses the Kerberos ticket to request a service ticket from domain controller to
connect to Pl Vision IIS Application Server.

Step 3 — Client connects to PI Vision IIS Application Server and provides both Kerberos and
service tickets.

Step 4 — PI Vision 1S Application Server uses the client’s Kerberos ticket to request a service
ticket, so PI Vision IIS Application Server can connect to Pl Data Archive \ Pl AF.

Step 5 — PI Vision IIS Application Server connects to Pl Data Archive / Pl AF using the client’s
credentials.

Pl Data Archive

A

4. Delegated Kerberos request
and response for service ticket
for Pl Data Archive / Pl AF
3
8,
Vi, 0N

Client

Pl Vision IIS
Application Server

8.5.2 Kerberos Delegation Types

There are four types of Kerberos delegation:
¢ Unconstrained Delegation (hot recommended)
e Constrained Delegation — Kerberos Only
e Constrained Delegation — Any Authentication Protocol

e Resource-Based Constrained Delegation

Constrained delegation is more secure because it limits delegation to a specified list of
services, rather than allowing delegation to any service as in unconstrained delegation. It
requires additional configuration compared with unconstrained delegation. Service Principal
Names must be setup for accounts the services are running under.

Kerberos only means there is no protocol transition to a non-Kerberos authentication
method.

Any Authentication Protocol allows protocol transition if Kerberos authentication fails.
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These types of delegation are configured for the service that delegates to other services. In
our case, PI Vision service (PlVisionServiceAppPool) delegates to Pl Network Manager
service of Pl Data Archive and Pl AF Application Service.

Setting up the delegation requires access to the Active Directory Users and Computers on the
Domain Controller and Domain Admin privileges.

Setting up Kerberos delegation is described in Pl Vision Installation and Administration Guide
in chapter “Enable Kerberos delegation using a custom PI Vision service account” or in
OSlsoft Live Library.

If standard Domain User Accounts are used for the services all four types of delegation can
be configured.

If Group Managed Service Accounts (gMSA) are used for the services only Resource-
Based Constrained Delegation is possible. This is case of PISCHOOL environment.

Resource-based Constrained Delegation (RBCD) introduced with Windows Server 2012
on the other hand has several benefits from the previous types:

e Is configured for the account of the resource service (Pl Network Manager, Pl AF
Application Service) instead of the account of the service that delegates
(PIVisionServiceAppPool)

e Domain Admin privileges are not required.

e Functions across domain and forest boundaries.

RBCD configuration can only be done via PowerShell. To setup the delegation for the account
of the service we need to delegate to -PrincipalsAllowedToDelegateToAccount parameter
is used. In our case for the PISCHOOL\SVC-PIDA$ and PISCHOOL\SVC-PIAF$ gMSA.

Set-ADServiceAccount -Identity SVC-PIDA -PrincipalsAllowedToDelegateToAccount
DELEGATION
Set-ADServiceAccount -Identity SVC-PIAF -PrincipalsAllowedToDelegateToAccount
DELEGATION

DELEGATION is the Domain Group type Security where PISCHOOL\SVC-PIWEBS$ gMSA is
member of.

DELEGATION Properties T x

Gereral Members  Memberf  Managed By
Members:

Mame Active Directory Domain Services Folder
SVC-FIWER PISCHOOL INT/gMSA

Setting up RBCD is described in Pl Vision Installation and Administration Guide in chapter
“Configure resource-based constrained delegation” or in OSlsoft Live Library.
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8.5.3 Service Principal Name

A service principal name (SPN) is a unique identifier of a service instance. SPNs are used
by Kerberos authentication to associate a service instance with a service logon account. This
allows a client application to request that the service authenticate an account even if the client
does not have the account name. Without the SPN the client cannot receive the Service ticket
and Kerberos delegation is not possible.

To configure delegation for Pl Vision the SPNs must be registered for these services:
e PI Network Manager for Pl Data Archive running under PISCHOOL\SVC-PIDA$
¢ Pl AF Application Service for Pl AF running under PISCHOOL\SVC-PIAF$

o Pl Web API and Pl Web API Crawler services and 1IS PlVisionServiceAppPool,
PIVisionAdminAppPool, PIVisionUtilityAppPool application pools for PI Vision that will
be running under PISCHOOL\SVC-PIWEB$

The SPN name format for host-based service is composed of two elements:
<service class>/<host>

<service class>: A string that identifies the general class of the service. For example,
“SqlServer”. In general, this can be any string that is unique to the service class. Be aware
that the SPN syntax uses a forward slash (/).

e PIServer is service class of Pl Network Manager service of Pl Data Archive
e AFServer is service class of Pl AF Application Service

e HTTP is service class for web applications using HTTP or HTTPS protocol such as PI
Vision, Pl Web API and Pl Web API Crawler.

<host>: The name of the computer on which the service is running. It can be FQDN or
hostname.

SPN can be registered from any machine which is a member of the domain by user with
appropriate permissions (such as Domain Admin or any user who was granted permissions)

To register an SNP use command line tool SETSPN in elevated command prompt and the
following syntax:

setspn -s <service class>/<host> <domain>\<service account>

It is a good practice to register SPN for both <host> identifiers: hostname and FQDN.

Applicated to this course environment, where PI Data Archive is installed on PISRVO1 an PI
SRVO02, Pl AF is installed on PISRVO1 and PI Vision will be installed on PISRVO02; the
registration commands are:

(‘ . OSI Page 105



Pl System Architecture, Planning and Implementation Course

setspn -s PlIServer/PISRV01 PISCHOOL\SVC-PIDA$

setspn -s PIServer/PISRVO01.pischool.int PISCHOOL\SVC-PIDA$
setspn -s PlIServer/PISRV02 PISCHOOL\SVC-PIDA$

setspn -s PIServer/PISRV02.pischool.int PISCHOOL\SVC-PIDA$
setspn -s AFServer/PISRV01 PISCHOOL\SVC-PIAF$

setspn -s AFServer/PISRVO01.pischool.int PISCHOOL\SVC-PIAF$
setspn -s HTTP/PISRV02 PISCHOOL\SVC-PIWEB$

setspn -s HTTP/PISRVO02.pischool.int PISCHOOL\SVC-PIWEB$

To verify the SPNs are registered correctly use SETSPN -L <domain>\<service account>.

setspn -L PISCHOOL\SVC-PIDAS$
setspn -L PISCHOOL\SVC-PIAFS$
setspn -L PISCHOOL\SVC-PIWEB$

PIServer/PISRVO2.PISCHOOL . INT

:\Users\student®l.PISCHOOL>setspn -1 PISCHOOL\SVC-PIAF%

servicePrincipalNames for CN=SVC-PIAF,0U=gMSA,DC=PISCHOOL,DC=INT:
A r/PISRVEl.pischool.int
AFServer/PISRVE1

C:\Users\student®l.PISCHOOL>setspn -1 PISCHOOLASVC-PIWEBS

Registered ServicePrincipalNames for CN=SVC-PIWEB,OQU=gMSA,DC=PTSCHOOL,DC=INT:
HTTP/PISRVE2.pischool.int
HTTP/PISRVE2

Pl Data Archive and Pl AF are capable to register the SPNs by themselves if their service
account is granted the permissions using this PowerShell command:

$gMSA = Get-ADServiceAccount -Identity SVC-PIDA
dsacls $gMSA.DistinguishedName /G "SELF:RPWP;servicePrincipalName"
$gMSA = Get-ADServiceAccount -Identity SVC-PIAF
dsacls $gMSA.DistinguishedName /G "SELF:RPWP;servicePrincipalName"

For more detailed information about Service Principal Names beyond the scope necessary
for this course visit Microsoft Docs.
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8.6 IS Application Server preparation

PI Vision install kit requires Web Server (IIS) role to be installed prior the installation.

Adding the server role is done via Server Manager application. Manage — Add Roles and
Features.

It is not necessary to add more features beside the default selection that includes
management tools (IS Management Console). Pl Vision installation procedure triggers a
script that installs all necessary features and role services for Pl Vision.

The least minimum role services are listed in Pl Vision Installation and Administration Guide
in section “Prepare the Pl Vision application server computer — Add server roles and features”.
Or in OSlsoft Live Library.

-y P Add Reles and Festures Wizard X

Select one or more roles to |

Roles Add features that are required for Web Server (IIS)

4 Web Server (IIS)
4 Management Tools
[Tools) IS Management Console

Manage  Tools View Help

— Iy
e
- @) |

Add Roles and Features

Remove Roles and Features

Add Servers

[ Include management tools (if applicable)

Add Features Cancel

Create Server Group

Server Manager Properties

After Web Server (lIS) role is installed Internet Information Services (IIS) Manager is in Start
Menu — Windows Administrative Tools.

If the Web Server is dedicated only to PI Vision application, then it is possible to install it to
the Default Web Site, but if the Web Server is shared with other web applications, third-party

or OSlsoft’s Pl Manual Logger Web and RtReports Generator, it is recommended to install PI
Vision to the dedicated website.

- oy For new website it is necessary to assign bindings and
v a t .
e','; \ their ports. HTTP protocol has default port 80 and HTTPS
efault Web Site
& PiVision default port 443. If those ports are taken by another
2 Explore website, they can’t be used, and different port number
Edit Permissions... must be assigned. Any other number must be specified in
Add Application... URL address.
».  Add Virtual Directory... Site Bindings , %
Edit Bindings.., %
' oo = —~ Type  Host Name Port IP Address Binding Informa... Add...
Manage Website ’ http 80
3 Refresh fttps 44
X Remove
Rename
Switch to Content View Close
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8.7 Directed Activity — Pl Vision Installation

This activity is designed to maximize learning in a specific topic
area. Your instructor will have instructions and will coach you if
you need assistance during the activity.

Exercise Objectives

¢ Install Pl Vision and Pl Web API

¢ Install Pl ProcessBook to Pl Vision Migration Utility
Problem Description

Kerberos delegation is set up and IS application server is prepared. Install and configure
P1 Vision on PISRV02, so you will be able to visualize data from PI points that you created
previously.
Approach

1. On PISRVO01 open Pl SMT and navigate to Security — ldentities, Users & Groups
and create new PI Identity and call it Pl Vision. Map it to the PISCHOOL\SVC-
PIWEB$ gMSA.

2. Navigate to Security — Database Security and assign Read Access to Pl Vision
identity in following tables: PIDBSEC, PIMAPPING, PIPOINT and PIUSER.

On PISRVO02 run PI Vision install kit located in PI Install Kits folder.

In PI Web API install section keep the default selection and location and click Next.

Click the icons in the tree below to change the way features will be instaled.

=’ -
&3 v | PI Web API Core Service
X ~| OSIsoft Message Formal
&3 ~ | PI Indexed Search
1] PI Indexed Search Cranier

PI Web API services

This feature requires 12M8 on your
hard drive. It has 20of 3
subfeatures selected. The
subfeatures require 61298 on your

hard drive.
< >

Location: D:\Program Fles \PIPC\WebAPT\ Browse...

5. On the next screen where you can choose the location of search indexes keep the
default path %oProgramData%\0SlIsoft\WebAPI and click Next.

Click MNext to save application data, induding PI Search indexes, o the default
folder or dick Change to choose another.

C:\ProgramDataOSIsoft\WebAPT)

Change...

(@ os
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6. On the next screen confirm the option Create and use “Pl Web APl Admins” group

9.

click Next and Install.

Members of this group may administer the FI Web AFI. Creating and using a dedicated "PI
Web AP Adminz" group &s the Admins group is recommendad,

(@) Create and use "I Web APT Admins" group (Recommended)

(") Use an existing local group

Installation of PI Web API is complete and click Finish. Do not continue with Pl Vision
installation, because this will open Pl Web API Admin Utility to finish the Pl Web API
configuration.

Uncheck the patrticipation in Pl System Customer Experience Improvement Program.
Click Next.

The Pl Web API configuration is stored in PI AF Configuration database. Click on
Connect button to test connection to PISRVO01 AF server. Connection to Pl AF must
be verified to enable Next button.

Select Operating Configuration Store

o Te emetry

» Configuration Store

Pl'Web APl requires space in the Configuration database on a Pl Asset Server (AF Server), This
space allows P| Web AP to store operating configurations and persist other data relevant to the

Listen Port operation of Pl Web API. You must be an Administrator on the selected Asset Server in order to
Certificate proceed.
APl Service
Crawler Service Select the Asset Server on which to create the configuration instance:
Submit Url ————

. 2 PISRVD1 ~| = || Connect
Review Changes
Progress .

. . Enter the name of the instance to create:

Confirmation

[Pisrvoz |

10. PI Web API listen for HTTPS traffic on communication port. Keep the default port 443

and adding a firewall exception. Click Next.

Select Communication Port

 Te ermetry

v Configuration Store

Pl Web APl must listen for HTTPS traffic on 2 communication port; typically port 443, The valid
range is between 1 and 65335,

P Listen Port Enter a communication port number for Pl Web AP
Certificate
APl Service 443
Crawler Service '
Submit Url

Pl Web AP requires a Windows Firewall exception to allow remote clients to access the service

Review Changes when Windows Firewall is enabled. Do you want to create a Windows Firewall exception for PI
Progress Web AP
Confirmation

] es, please create a Firewall Exception for Pl Web AP| (Recommended).
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11. Because the certificate was already assigned to HTTPS binding in PIVision website
configuration in IS Manager it is how pre-selected. Otherwise the selection is done
here. If no certificate is available, Self-signed certificate will be created. Click Next.

Select an S5L Certificate for Encrypting Traffic

v Telemetry
v Configuration Store Pl'Web API requires an S50 certificate to encrypt traffic bebween the server and clients. If there is
J Listen Port no 350 certificate selected or set on the selected listen port, a self-signed certificate will be
P Certificate created and used by Pl Web AP,
APl Service
Crawler Service S5L certificate thumbprint for port 443
Submit Url A31906245 T96FAT363 A A
Review Changes
Progress Change | Remowve I
Confirmation

12. Next screen is the Pl Web API and Pl Web API Crawler services account selection. Pl
Web API Admin Utility is not capable to accept gMSA. Logon test will fail. Keep the
selection of default NT Service\piwebapi and NT Service\picrawler accounts.

Configure Pl Web API Windows Service

v Telemetry . . ] . . .

s Choose the account, under which the installed APl Windows Service will operate, If integrated
Windows secunty (Kerberos) is desired, this account usually must be trusted for delegation in
Active Directory, In most cases, we recommend using the default NT Service account.

v Configuration Store
¥ Listen Port

o Certificate
» APl Service Pl'Web APl Admin Utility >

Crawler Service Cistom -
Submit Url )
Review Changes [0 Logon test failed.
Progress B
Confirmation

| PISCHOOL\SVC-PIWEBS | e.g. Domain'\User

| | [ Test |

0K |

13. For Pl Web API Crawler keep the default URL https://pisrv02.pischool.int/piwebapi.
Click Next.

Configure the Pl Indexed Search Crawler Submit Url

- t:rlc'l'; o Pl Indexed Search Crawler requires connection to Pl Web APl to run, Please type in the root URL
“onfiguration store of the intended P Web APl instance.
Listen Port
Certificate ;
APl Service https://pisnl2.pischool.int/piwebapi/

o
v
o
o
o
..-‘

Crawler Service
» Submit Urd
Review Changes
Progress
Confirmation

(@ os
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14. The final screen is the summary before the changes are applied. Check Accept all the
configurations and click Next.

Ready to Apply Changes

'

v Telemetn = ﬁ1|
v Configuration Store ] =
< Listen Port Configlnstance PISRVO2 ﬂ
4 Certificat sFirewallExceptionEnabled True
v APl Service ListenPort 443
¥ Crawler Senice SclCertificate 23A51996243EE38C20796FAT56582DDEDAESBDC
v Submit Url v  Common
P Review Changes sTelemetryEnabled False
Progress v Crawler
Confirmation CrawlerSenviceAccountType Default
CrawlerServicef coountlsemame MT Service\picrawler
CrawlerSubmitUn https://pisnd)2 pischoolint/pwebapi/
L
ApiServiceAccountType
Pl'Web APl Windows Service account type
4 Accept all the configurations and click "Next" to apply.

15. Configuration is now stored with custom accounts. To apply gMSA click Finish to close
the PI Web API Admin Utility.

16. Open Services Manager and locate Pl Web API and Pl Web API Crawler services and
switch default accounts for gMSA PISCHOOL\SVC-PIWEBS. Do no restart them!

GLPIWeb AP ARESTFul A... Running  Automatic PISCHOOL\SVC-PIWEBS
ELPI Web API Crawder This service ... Running  Automatic (D... PISCHOOL\SVC-PIWEBS

17. Changed the account in Services Manager is not enough for PI Web API. The change
must be applied to the Pl AF Configuration database. In order to do this, run Pl Web
API Admin Utility located in Start Menu — Pl System folder again.

18. Keep clicking on Next. In account selection for Pl Web API and Pl Web API Crawler
services gMSA are now selected.

Account Type: Custem e
Account name: PISCHOOL\SVC-PIWERS . e.g. Domain'User
Account password: Test

19. On summary page again check to accept all the configurations and click Next to apply.
Atfter all jobs complete successfully click Finish.

20. Now continue with PI Vision installation. Click Next and acknowledge compliance.

21. PI Vision install kit installs missing Windows features if necessary. Keep the “Install
missing Windows features now” checked and click Continue and OK.
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Install Required Windows
Features

Pl Vision requires that particular Windows features are installed
and will now attempt to automatically instal them on your
server.

This process can take considerable time to
complete: up to two minutes per feature. Fora
complete list of roles and features used by Pl Vision, see the P|
Vision Instalation and Administration Guide.

¥ you wish to bypass instaling these features at this time,
uncheck the box below and install them later via Server
Manager

Cick Continue to proceed with the installation

[ 1nstall missing Windows features now

oo [Gme] oo

22. Select No to participation in User Experience Initiative and click Next.

23. Because another Pl System application is already installed on PISRV02, PI Vision
application directory selection is locked to %PIHOME64%. Click Next.

24. For IS site selection select PIVision site from drop-down menu instead of Default
Web Site. Click Next and Install.

Web Site:

| Defauit Web Site v
Default Web Site

25. Once the installation is complete. Click Finish and then agree with computer reboot.

26. After logging back close the installation dialog and run Pl ProcessBook to Pl Vision
Migration Utility install kit from PI Install Kits folder.

27. Keep the default location %PIHOME% (D:\Program Files (x86)\PIPC). Click Next —
Install — Finish.

28. Verify the installation by running the utility from newly created desktop shortcut.

Migrate Pl ProcessBook Displays - a X
(@) Add and select displays to analyze (@) View analysis results, select displays, and run migration
Files and Folders Analysis Results 2= Summary | TgTree View

Path/FileName Date Madifiect Path/FileName Issues:

[ seect al

[ select O files listed O files seiected

(@ os

Page 112



Pl Vision

8.8 Directed Activity — Pl Vision Configuration

Exercise Objectives

Problem Description

Configure Pl Vision after installation
Create a simple display to visualize data from default or Pumps PI points

This activity is designed to maximize learning in a specific topic
area. Your instructor will have instructions and will coach you if
you need assistance during the activity.

P1 Vision is installed, but you are not done yet. Finnish the configuration in IIS Manager and PI
Vision Admin website. For verification created a simple display to visualize the data from PI

Points.

Approach

1. On PISRVO02 open Pl SDK Utility and add PISRVO1 PI Data Archive server to the list.

@ Pl SDK Utility (Administrater)

O x

File Buffenng Tools Connections Help

ﬁa;’; 30K [ % PISRVOI1 Network Mode: [Pisrv2 |
@ About PISDK ¥ PISRV02 Bt Number- 5450 v|
& Connections
& Snapshot Tool Defaut User Name: pidemo |

2. Open IIS Manager from Start Menu. Expand the menu and select Application Pools.

3. Right-click on PIVisionAdminAppPool and go to Advanced Settings.

4. From Process Model section select Identity and click on [...]

vt PVisionAdminAppPool =

L PIVisionServiceAppPool | =
L PIVisionUtilityAppPool

P

-Ad.d Application Pool... 4

Set Application Pool Defaults...
Start

Stop

Recycle...

Basic Settings...
Recycling...
Advanced Settings...

@

N
Rename by
Remove

View Applications

Help

5. Select Custom account and click Set

confirm.

Advanced Settings

~ Process Model
Generate Process Model Event L

R e« vorervice

Idle Time-out (minutes)

Idie Time-out Action

Load User Profile

Maomum Worker Processes
Ping Enabled

Ping Maximum Response Time |
Ping Penod (seconds)
Shutdown Time Limit (seconds)
Startup Time Limit (seconds)
Process Orphaning

Enabled

[]

20
Terminate
Fale

1

True

90

30

0

0

False

.... Insert PISCHOOL\SVC-PIWEB$ gMSA and

(@ osi-.
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Anolication P entit < | Set Credentials [ x

() Built-in account: User name:
PISCHOOL\SVC-PIWEBY] |

NetworkService

s |

Confirm passward:

Cancel Cancel

6. Repeat the steps for PlVisionServiceAppPool and PIVisionUtilityAppPool.

Y PlVisionAdminAppPool  Started w0 Integrated PISCHOOL\SVC-PIWEBS
.L:" PlVisionServicefppPool  Started w40 Integrated PISCHOOLYSVC-PIWERS
;‘ PIVisionUtilityAppPool Started w40 Integrated PISCHOOL\SVC-PIWEBS

7. To apply the new identity the Application Pools must be recycled by right click —
Recycle or Stop and Start.

8. Expand Sites and PIVision website in navigation tree. Click on PIVision application.
From Management section at the bottom, select Configuration Editor.
Connections |
Q-2 8

.~y Start Page

9 /PIVision Home

v 93 PISRVOZ (PISCHOOL\Student01) e « ¥ Go - (G Show All | Group by: Area =
L0 Application Pools ASPNET
v @ Sites s
& Default Web Site Management
v & Pision = -

SR

Configuratio] 115 Manager
n Editor Permissions

9. In Section field navigate to:
system.webServer/security/authentication/windowsAuthentication

-\ I8 9 Configuration Editor
: ij Start Page I Section: system.webServer/security/authentication/windowsAuthentication I
w83 PLSRVGE (PISCHOOL\Student01) #- 3 system.ftpServer
i} Application Pools v Dee -3 system.net
v o[ Sites suth | system transactions
@ Default Web Site auth - Gl systemweb
v & PlVisien el ) £ system.webServer
[F PVision >oedel L rewrite
ProY .3 security
used _ 1 authentication
usel [

anonymousAuthentication

RN

J  basicAuthentication
f clientCertificateMappingAuthentication
f digestAuthentication
i iisClientCertificateMappingAuthentication
/

windowsAuthentication

(@ osi-.:
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10. Set usAppPoolCredentials from False to True and hit Apply ¥ “7F*in Actions pane.

authPersistonMNTLM True
authPersistSingleRequest False
enabled True

»  extendedProtection
providers (Count=2)

I usebppPoolCredentials True I
usekernelMode True

11. Or completely restart Internet Information Services by IISRESET command from
elevated command line.

12. Open Google Chrome and enter URL https://pisrv02/PIVision/Admin. Go to
Configuration and select Pl Vision Database tab. For SQL Server enter
PISRVO1\SQLEXPRESS and name the database PIVISION. Click Save. This creates
SQL database for Pl Vision on MS SQL Server.

Overview Configuration

User Access Levels
Data Servers  Asset Servers Pl Vision Database
Display Management
User Settings
Reports © saLsewver | PISRVO1\SQLEXPRESS J
Import Folder Management
® Database PIVISION h

Save

Database created successfully and configuration changes saved.

13. Select Data Servers tab. Click on Test Connection for PISRVO01. After green check
mark o check Allow and click on Save. Do not allow PISRVO02 as it is not necessary

now.
Status Server Version Role Connecting As Pl User Allowed
(] PISRVO1 3.4 430 460 Application Pool PISCHOOL\SVC- Pl Vision | PIWorld
PIWEBS Test Connection
¢ Allowed
Current User PISCHOOL\student01 piadmins | PIWorld

14. No configuration necessary in Asset Servers tab now as we do not have any AF
Database available, yet.

15. On the Overview page there should be only green check marksa . Pay attention to
the “Indexed?” column. Pl Web API Crawler must build search indexes. Depending
on the size of the Pl System (# of Pl points, AF elements and attributes) the process
can take from seconds up to ten or more minutes.

16. To check the status of the process, enter URL
https://pisrv02.pischool.int/piwebapi/admin/search/database.html.
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a Home Database
CSattir Y AD

Databases
PL:PISRVD2 m’ PI:PISRVD1 m
Pl points: 0 Pl points: 40
Crawler Host: PISRV02.PISCHOOLINT Crawler Host: PISRV02.PISCHOOLINT
Last Crawled: 12:50:57 PM on Thu Jan 23 2020 Last Crawled: 12:50:57 PM on Thu Jan 23 2020
Rebuild Index Edit Rebuild Index Edit

17. Configuration is now complete. To test everything works access Pl Vision from client
machine to have the Kerberos double hop scenario. Use PIINT02. Enter URL
https://pisrv02/pivision to the web browser.

18. From the PI Vision main page create new display . Search for any PI

points, either default points or Pumps points an place differrent object to the canvas.
Verify you can see values.

Pump1_FlowRate
457 88 m¥h

Pump1.Pum._.
1,982.3 pm

3,000

2,500

2,000

1,500

L2 L L i L L L L .
12372020 1:52:43 PM 11232020 2:02.43 PM

19. Save the display using by clicking on Save m and name it as you like.

Display Name: ||
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9. Data Flow
e Describe the data flow through the Pl System
e Describe reporting by exception
o Describe the compression test
o Describe the data structures in the Pl Data Archive

9.1 Data Flow: From the Data Source to the Pl Server

In order to determine that everything was installed and set up correctly (and checking for proper
function in the future), it is key that you understand the various data structures or “touch points”
that the data encounters along the way.

The PI Data Archive stores data in the form of events. Each event has a value and a
timestamp that indicates what time the value was collected.

Pl Interfaces collect data from the data sources and typically use exception reporting, meaning
that they pass significant events on to the Pl Data Archive and discard the rest. If the buffering
service is configured on the data collection node, then the events go through the buffering
service. If the interface node cannot connect to the Pl Data Archive, the Pl Buffer Subsystem
service holds the data until the Pl Data Archive connection is restored.

Pl Data Archive

Reporting by
Exception

Pl Connector 3

Data st
1~ G i
Source (1~ Gen) Buffering

PI Connector ¢
Relay Buffering

Pl Connector

d
(2" Gen) Buffering
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Pl Connectors (1 Gen & 2" Gen) collect data and timestamps from the data sources, but they
do not timestamp the data and do not perform the exception reporting. All PI Connectors have
their own internal buffering which is separate from buffer for Pl Interfaces. Pl Connector’s buffer
is capable of buffering information for PI point and AF asset creation.

Pl Connectors (2" Gen) do not connect directly to Pl Server but send data to Pl Connector
Relay which has another internal buffering, same type as Pl Connector and values are then
forwarded to PI Server.

9.2 Data Flow on the Data Collection Computers

As described earlier, the Pl Interface has these basic functions:

1. Collects data

2. Timestamps the data (or validate timestamp provided by the source device)

3. Applies the Exception Deviation

4. Passes the values to Pl Buffer Subsystem (if not configured then sends data directly to
Pl Data Archive)

Applying the exception parameters is referred to as “Reporting by Exception.”

PI Connector (1% Gen) has these basic functions

1. Crawils the data source for information about data and their structure

2. Creates the appropriate points in PI Data Archive and asset structure in Pl AF
3. Collects data

4. Checks for updates on the data source to update it on Pl Server side

Pl Connector (2" Gen) has these basic functions

1. Crawils the data source for information about data and their structure

2. Passes the points and asset structure configuration to Pl Connector Relay

3. Collects data

4. Checks for updates on the data source and passes the updates to Pl Connector Relay

Pl Connector Relay has these functions:

1. Connects to Pl Data Archive and Pl AF

2. Creates points and asset structure based on the configuration received from PI
Connector (2" Gen)

3. Forwards values updates received from Pl Connector (2" Gen)

9.3 Reporting by Exception
The object of exception reporting is simply to reduce noise. In other words, PI Interface

should send you the data you are interested in, rather than overloading the network connection
by sending data that is not meaningful. It is up to the user to decide the terms for “meaningful”.
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Exception reporting uses a simple dead band algorithm to determine whether to send events
to the PI Data Archive. For each point, you can set exception reporting specifications that
create the dead band. The PI Interface ignores values that fall inside the dead band.

The dead band is expressed as a deviation and is applied equally in positive and negative
manner. There is also a maximum time applied.

As mentioned earlier, Pl Connectors do not perform exception reporting.

@ ExcDev

Temperature

ExcDev

_® °

Time

In the above illustration, values A, E, and F are reported to the Pl Data Archive. Value A is the
last reported value, values B, C, D and E fall within the exception dead band, but value F falls
outside the dead band, so the interface reports value F and the its previous value, in this case,
E.

These exception parameters are set on a per point basis.

Note 1: Some PI Interfaces do not support exception reporting. You know enough by now to
check the documentation.

Note 2: ExcMin is typically set to O. It is rarely used
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9.4 Group Questions — Data Flow

The following questions are intended to reinforce key information, or
discover a new insight. Your instructor may choose to have you try
answer the questions on your own or have the group answer the
together aloud.

Questions
1. Why would we apply an Exception Maximum (ExcMax)?

2. How would you “turn OFF” reporting by exception?

3. Give at least one valid reason why you would turn OFF exception processing for a point.

9.5 Snapshot

The Snapshot Table is simply the “current” or most recent value for each point in the Pl Data
Archive.

The Snapshot Subsystem populates this table and performs the Compression Algorithm
Calculation. (As it will be explained later, in PI Buffer Subsystem for PI Interfaces, compression
is performed back on the data collection machine).

When a new value is received, it is compared to the previous value.

¢ If that value indicates that the previous value passes compression, then the previous
value is sent on and the new value is retained as the new “current” value.

o Ifthat value indicates that the previous value fails compression, then the previous value
is discarded, and the new value is retained as the new “current” value.

The Data — Current Values plug-in in PI SMT is the view of that snapshot table.
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9.6 Directed Exercise — Pl Snapshot Values

You are invited to watch what the instructor is doing or perform the same
steps at the same time to explore the different concepts presented in this
chapter or section.

Activity Objectives

o Determine which events from PI Interface will make it to the Snapshot in Pl Data

Archive.
Approach
Consider the following attribute values for a Pl point:
ExcDevPercent 2%
ExcMax 180 seconds
Span 200 units
Zero 0 units

The current snapshot received in the Pl Data Archive for this point is:
Value: 70.3 Timestamp:10:00:00

Which of the following values collected by the Pl Interface pass the exception test?

Pl Interface Node Pl Data Archive Node
Time Value Snapshot Time Current Snapshot
10:00:00 70.3 10:00:00 70.3
10:01:00 67.1
10:02:00 71.4
10:03:00 70.1
10:04:00 68.2
10:05:00 66.0
10:06:00 65.8
10:07:00 64.2
10:08:00 60.0
10:09:00 63.1
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9.7 Compression

The point of compression testing is to store just enough data to reproduce the original data
from the data source, within the limits of accuracy required. It is up to the user to decide the
limits of accuracy.

The compression process applies a deviation in a similar manner to exception except that it
considers the slope of the data.

In the following illustration, all the events fall around the same straight line. In a simple case
like this, there is no need to store all the points on the line. If you store just two points, you can
recreate the point value for any other time, with the accuracy of tCompDev.

CompDev

CompDev

Temperature

CompMax

Time

The same principle applies to compressing real-world data. Pl Data Archive uses a
sophisticated compression algorithm to determine which events it needs to keep in order to
provide an accurate data history. The CompDev and CompMax attributes allow you to control
the granularity of the compression algorithm.

Like the exception parameters, these compression parameters are also set on a per point
basis.
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9.8 Compression Test, Cumulative Impact and Defaults

There is a cumulative impact of the exception and compression process. This is illustrated in
the slide shown below:

Cumulative Results The animation in slide is not 100% correct how
Compression works and it should only present the

After Compression algorithn_\ in a simple demonstration. For more

i detailed info please see KB00699 — Compression

Explained

Temperature

Time

@ T| p If you create a point in PI Data Archive and do not specify values for

exception and compression specifications, the default values will be
used. This should be avoided because the exception and compression
values for each point should correctly reflect the desired point values.
Pl Connectors create points with the default values, which can be
changed later, but exception attributes are ignored.

The default values for exception and compression are as follow:

ExcDevPercent 0.1 (% of span)
ExcMax 600 (10 minutes)
CompDevPercent 0.2 (% of span)
CompMax 28800 (8 hours)
Zero 0

Span 100

If you turn exception and compression off, you may adversely affect the performance of the
system by archiving many more values than necessary. For example, a valve scanned every
few seconds. With no exception or compression, the value of OPEN would be recorded
thousands of times unnecessarily. While disk space is cheap, the more limiting factor is the
speed of retrieval. Disk latency and network bandwidth limitations may impede performance

when retrieving data

As a starting point recommendation for these settings, we recommend setting the compression
deviation (CompDev) to the minimum change measurable by the instrument. The exception
deviation (ExcDev) should be set to half of the compression deviation. It is important to note
that these are only starting point recommendations and you should inspect your data for the
desired resolution. In some cases, it may be advisable to turn off exception and compression
entirely. To achieve this, set the exception deviation (ExcDev) and the exception maximum
(ExcMax) to 0. Turn off compression directly (Compressing set to Off), although it is
recommended to leave compression On, and Compdev at 0. If set properly, Pl Data Archive
will archive values that reflect an accurate change in the device, without wasting space on
duplicating values or losing meaningful values.
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9.9 PI Archives

The data tables that the PI System stores data in files that are called “Archives.”
Archives have the following characteristics:

e Starting from PI Data Archive 2015, Archives are either Historical or
Future

Historical Archives are fixed sized files

Future Archives are dynamical sized files

Archives must be registered

The PI Data Archive only writes current values to one file at a time
Historical Archives are sequential in time

An archive has all the data for every point in the system for the period
bounded by its start and end times.

e Each archive has an associated Annotation file

Historical Archive files vs. Future Archive Files

With the addition of Future Data, Pl Data Archive has two types of archive files: Historical
archives and Future archives. The historical archive files are only used to store historical data
while the future archive files can store both future and historical data.

Data in future archives is never mixed or interchanged with data in historical archives. When
time passes, and future data moves into the past, it is still stored in the same future archives.

Fixed Files vs. Dynamical Files
When you create historical archives, they are created of a fixed size and the memory is
allocated upon creation to minimize the potential of fragmentation on disk.

You have the option of creating dynamic archives. Dynamic archives are files that grow as they
are filled. Dynamic archives should only be used for backfilling purposes.

Full fixed archive file will automatically become dynamic when you backfill data.

When you create future archives, they are created with an initial size of 1MB. If the data stored
in that archives ever exceed 1MB the future archive grows dynamically to store the extra data.

Archives Must Be Registered
For Pl Data Archive to access the data in an archive, the archive must be registered (often
referred to as “mounted” in other systems). The archives can be located on any drive available

to PI Data Archive, if there is adequate bandwidth. But OSIsoft recommends to store archives
on local drives and use network drives only for backup or as a location for the oldest archives.

Future Archives with non-sequential data

Future archives are optimized for non-sequential data unlike real-time data stored in the
historical archives. This way future archive is only created when necessary.

Every future archive file has a pre-determined time range of 1 month but can be created
manually for longer period.
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10. PI Buffer Subsystem

Objectives

e Describe Pl Buffer Subsystem
e Configure Pl Buffer Subsystem
e Validate the functionality of Pl Buffer Subsystem

ED Throughout this section, you will refer to various sections in the Buffering
User Guide. Please open this document.

10.1 What is Pl Buffer Subsystem?

Data sent from the PI Interface to the Pl Data Archive are redirected to the buffering process,
which stores and forwards events to the home node.

If data flow to any of the associated Pl Data Archives is interrupted, then data are buffered to
a queue file. When the buffering process is shut down, the data are still located in the queue
file. Using FIFO (first-in, first-out), the data are then flushed to the Pl Data Archive. Multiple Pl
Interfaces on a single data acquisition computer share the same buffering process and store
data in the same buffer queue file.

When connection is reestablished to the associated Pl Data Archives the buffers are flushed
chronologically until all data has been transferred.

@ T Unless you have a specific reason why you do not want to preserve
|p your data, you should always configure buffering for PI Interface!

P1 Buffer Subsystem (pibufss) runs as an automatic Windows service under either a Local
System or custom service account, which is a recommended option.

10.2 The Buffering Mechanism

How does it work?

Put simply, the buffering mechanism intercepts the data as the interface sends it and the
buffering application manages the communication between the data collection computer and
the PI Data Archive.
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There are three buffers used to process events: two memory buffers and a file buffer.
Depending on the amount of data being buffered, the buffering process can be in one of three
states. Initially, it uses a single memory buffer. When that fills, it switches to using dual memory
buffers. When these buffers become full, it switches to using dual memory buffers and a file.

There are three distinct stages in the Pl Buffer Subsystem data that flows from the PI Interface
to the PI Data Archives. These stages are:

1. Data Validation and Compression Marking: Plbufss consumes the data,
validating timestamps and values. If point-level compression is enabled, events
are marked either as snapshot only or to be archived.

2. N-Way Splitting and Queuing: Once validated and marked for compression, all
events are stored in, as many queues as there are targeted nodes (pibufqg_
<GUID>.0000.dat.) The GUID generated is unique for each Pl Data Archive. Non-
replicated Pl Data Archives require only a single queue.

3. Sending Data to the PI Data Archive: Whenever the corresponding Pl Data
Archive is running and accepting data, queued events are sent to the remote
server's Pl Snapshot Subsystem. There events marked to be archived goes
through Event Queue and Archive Cache into the Pl Archive Subsystem for
permanent storage.
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Page 126



PI Buffer Subsystem

10.3 Exercise — Configuring the Pl Buffer Subsystem

Let’'s have our way with Buffering.

Exercise Objectives
e Configure Buffering on PIINTO1
¢ Validate data are being buffered
Problem Description
If the PI Data Archive is shut down or disconnected from the network, you need to have data
buffering installed and configured on the data acquisition computer to avoid data loss.

Before You Start

P1 Buffer Subsystem configuration is stored in %ProgramData%\OSlIsoft\Buffering. Security
access to this directory is controlled via local group Pl Buffering Administrators which was
created during installation. If custom account is used for Pl Buffer Subsystem service, it also
must be member of this group.

1. Open Local Users and Group (type lusrmgr.msc in Start Menu) and add
PISCHOOL\SVC-PIBUFFER$ as a member to the Pl Buffering Administrators group.

&% Pl Buffering Administrators  Enables users to configure the Pl Buffer Subsystem

Pl Buffering Administrators Properties ? 4

1) -

;} Pl Bufferng Administrators
apry

Descripfion: ‘:.J'Iaﬂlﬁs users to configure the Pl Buffer Subsystem

Members:
& PISCHOOL\SVC-PIBUFFER

2. Buffering Manager utility is not capable to accept gMSA in configuration wizard.
Therefore, prior running the wizard switch Local System account for gMSA
PISCHOOL\SVC-PIBUFFERS$ in Services Manager for Pl Buffer Subsystem service.

-:,";F'I Buffer Subsystemn Manual PISCHOOL\SVC-PIBUFFERS
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Approach

To enable buffering on a data collector, follow these steps. (Buffering is also configured
through entries in piclient.ini files located in both %PIHOME%\dat and %PIHOME64%\dat
directories.)

1. Use the PI ICU to open the Buffering Manager in Tools — Buffering.

&! Pl Interface Configuration Utility - opcint1
interface  Tools Help
Log Files... Ctri+L

| Bufering.. [T e—

Run apisnap PISRVO1

Diagnostics... Ctr+D

Point Sources... m
Date/Time Properties... Ctrl+A

View Digital State Sets... [r— _I

Interface Tag Creation Utility..

Communication Test Utility..

Interface Specific Configuration.. —

2. Select Yes and then Continue with configuration.
3. Check the Pl Data Archive to confirm the PI Interfaces and services for which you
want to configure buffering and click Next.

Buffering Manager

Configuration, monitoring, and troubleshooting of buffering

Detected PlInterfaces  Detected Pl Interfaces

Windows Security Confirm the Pl interfaces and services for which you want to configure buffering.
Servers that are not selected will not be buffered.

Pl Data Archive Security
Detected Pl interfaces are listed by server,

Buffering Configuration
Buffer Server Status

Wi PISRVO1

Pl-opcintl  Running

Verification

Pl-random1 Running

Pl-rmp_sk1 Running

Don't see all your Pl interfaces? Want to add another service? Select a service

4. The next step asks to define the account for Pl Buffer Subsystem Service. As gMSA
PISCHOOL\SVC-PIBUFFER$ was defined prior configuration in Services Manager, it
is already filled in so just click Next.

(@ osi-.:
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Buffering Manager

Configuration, monitoring, and troubleshooting of buffering

Detected Pl Interfaces W|ndows Secu”ty

Windows Security Select a Windows account to run buffering.

Pl Data Archive Security

o Use Windows account (recommended)
Windows user

PISCHOOL\SVC-PIBUFFERS ]

Buffering Configuration

Verification

Password

This user will be added to the local Administrators group

D) Use LocalSystem Account

Buffering Manager runs the security test to access Pl Data Archive, which is now
granted as gMSA was mapped to Pl Buffer identity previously in Pl Interfaces exercise.

Click Next.
Buffering Manager

Configuration, monitoring, and troubleshooting of buffening

Detected Pl Interfaces

Pl Data Archive Security

Windows Security Review/update a mapping or trust for the selected PI Data Archive server.

Pl Data Archive Security  yingouws account to run the P1 Buffering service: PISCHOOL\SVC-PIBUFFERS Change

B PISRVO1

PISRVO1 @) Success

Retry secunty test

Verification

Authentication method: S5P1
Bl identity; PI Buffer | PiWorld

Select the Buffer Queue location. For this environment set the location to D:\PI Buffer.
OSilsoft strongly recommends not having the buffer queue on the same drive as the
OS to avoid failure on the interface node by filling up the main drive.

Buffering Manager

Configuration, monitoring, and troubleshooting of buffering

Detected Pl Interfaces
Windows Security Specify the buffer location.

Pl Data Archive Security
Buffer location:

D:\PI Buffer

Buffering Configuration

Verification

Buffering Configuration

Browse

Drives Available space Total space Used space

€\ 224Gs 2s5ce NG
D\  17.0GB 19s5¢e N
B\ 192GB 2006 §

Unsure which directory to select? Use recommended

(@ osi-.
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7. The last window will run a verification on the status of the Pl Buffer Subsystem. If
there are no errors, exit the installation wizard.
Buffering Manager
Configuration, monitoring, and troubleshooting of buffering
Detected P! Interfaces Verification
Windows Security Check the health between Pl Buffer Subsystem and each Pl Data Archive server.
Pl Data Archive Security
i €@ PIBuffer Subsystem successfully started.
Buffering Configuration
Verification @ PiBuffer Subsystem is now operational.
Server Status
™ piSRVO1 @ Connected successiully
€@ The upgrade to Pl Buffer Subsystem is complete.
8.

Once the installation wizard completed and closed the Buffering Manager window will
open showing the status and statistics of the Pl Buffer Subsystem.

@ Butfering Manager - O 'S

File View Help

Buffering Manager

Global ¥

P @ Global Buffering Status

P 7.0 months estimated buffer capacity

P 0 events in queue

P 15306 total events sent (15 events per seco

Logical Servers
Select a server below for mo

f%

PISRVD1

. CAUTION: The Buffering mechanism will NOT collect data unless it
Tl p starts BEFORE an interface.

After configuring Pl Interfaces and buffering through the PI ICU,
pibufss is added to the PI Interface service dependency.

9. Restart Pl ICU to show the new field Buffering status in General tab. It should be On.

Buffering Status: [On

10. Data should go through the PI Buffer Subsystem as configuration wizard also restarts
the PI Interfaces services to start after Pl Buffer Subsystem service.
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10.4 Directed Activity - Validating Data Buffering

How it is possible to verify that our data are buffered.

Activity Objectives
Validate that PI Buffer Subsystem is collecting data. Watch the Pl Vision display.

Approach

1. Open the PI Vision display created in Pl Vision chapter in browser on PIINTOL.

2. Validate that you are buffering data from the previous directed activity. Open command
line and navigate to directory %PIHOME64%\bin. Use command pibufss —cfg. If you
see state SendingData then events are flowing through.

D:\Program Files\PIPC\bin>pibufss -cfg

*** Configuration:
Buffering: On (API data buffered)
Loaded physical server global parameters: queuePath=D:\PI Buffer authenticationOptions=SSPI;TRUST

*** Buffer Sessions:
1 non-HA server, name: PISRV@1, session count: 1
1 [PISRVE1] state: SendingData, successful connections: 1
PI identities: PI Buffer | PIWorld, auth type: SSPI
firstcon: 21-Jan-20 12:00:07, lastreg: 24-Jan-20 09:28:31, regid: 2
total events sent: 3862783, snapshot posts: 496759, queued events: ©

3. Disconnect the Pl Buffer Subsystem by command pibufss —bc stop from PI Data
Archive.
4. Monitor the buffer queue with pibufss —gs.

Counters for 24-Jan-20 ©9:52:11.37487 (pibufq_d3d3ba47-eS54e-4ef7-8105-e25299a1446b,.0000.dat)
Primary File Size: 33554432
Primary Page Size: 65536
Primary Data Pages: 511
Write Page Index: 20
Read Page Index: 17
Current Write Queue File: 2]
Current Read Queue File: e
Total Page Shifts: 20
Available Pages: 507
Average Events per Page: 0
Estimated Remaining Capacity: 1282721 (1796.9 hr)
Bytes in Primary File: 237734
Events in Primary File: 9171
Total Event Writes: 3873589 (06.2/sec)
Total Event Reads: 3864418
Number of Queue Files: 1
Events in Queue: 9171

@

DO OPIODPIODOD®

(99.2%)

[+

In the screenshot above you can see that the Events in Queue are increasing.
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5. Wait a moment to build up buffered data.
6. Monitor the PI Vision display. Notice the traces in trend object became flat.

Pump1.FlowRate
457 88 m3h

Pump1.Pum
1,9545 pm
3,000

L 1 1 1 1 1 L L L 1 iy
12472020 8:39:33 AM 172472020 8:49:33 AM

7. Now reconnect start the Pl Data Archive or type %PIHOME64%\bin>pibufss -
bc start.

Counters for an-2 E 7-e54e-4ef7-8185-25 ald4sb.0pe8.dat)
]
]

Current
Current Read
Total Pa
Availa

in Primary
in Primary Fi
1 Event Writ

In the screenshot above you can see that the number of Events in Queue is now zero and the
gueued data were flushed. When there are no events queued, Total Event Writes and Total
Event Reads counters need to match.

8. PI Vision display trend object has been backfilled.
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9. Inthe Buffering Manager, the buffering statistics update automatically in order to show

the Global Buffering Status, the estimated buffer capacity, the events in queue, and
the total events sent in real time:

@ Buffering Manager

File View Help
Buffering Manager

Global b

P 7.0 months estimated buffer capacity

p 638 events in queue

P 29476 total events sent (14 events per se

Logical Servers

T
~ A
PISRVO

In the screenshot above the global buffering status has Warning icon. Total Events Sent
counter is not increasing but Events in Queue counter is.

(‘ . OSI Page 133



Pl System Architecture, Planning and Implementation Course

11. Pl AF Tools

Objectives
¢ Introduce the Pl System Explorer
e Describe elements and attributes
o Build elements and templates
e Build elements with the PI Builder add-in to Excel.

11.1 Assets — The Basic Building Blocks in the Pl AF server

What is an Asset?

The PI Asset Framework (Pl AF) Server is a part of the Pl System. It contains assets or
“metadata” usually organized according to the assets containing the attributes monitored. PI
AF can be helpful to users of the PI Data Archive who know the assets but are not familiar with
attribute nomenclature. With assets, data can be located without understanding the technical
details of each piece of equipment.

Properly configured assets are helpful in finding all the SCADA points associated with a
specific piece of equipment, as well as non-SCADA information such as serial numbers,
maintenance dates and/or calculations associated with an asset.

P1 AF allows you to base similar objects on a single template. Templates define a set of base
attributes for all the objects that use that template. Create the template once and you can
create as many elements based on the template as are needed.

Modifying a template results in the change automatically propagating to all elements based on
that template.

11.2 The PI System Explorer

The Pl System Explorer (PSE) is your access to the AF databases. Use the Explorer to
configure the objects that represent your process, for example, tanks, transformers, pumps,
boilers, meters. The PSE allows the definition of units of measure (UOM), templates,
enumeration sets, and so forth. Use PSE to specify security permissions and default
databases. All work can be checked in and out of the databases with the PSE.
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File Search View Go

Tools

Help

@Database % Query Date ~ (© @ QEack » ﬂ( Check In |"} v @Raﬁesh 13 New Element - Mew Attribute

Elements

Extruding Process

i Elements
[ [ MuGreen
- @ Houston
(G Cracking Process
[ Extruding Process
=] (3 Miling Process
= (3 Equipment
F B-209

General Child Elements  Attributes ports  Analyses Notification Rules  Version

[ Foter

£~

2| ¢|@|€ R Name

@]

s VR

| Value

i2

& a0 L] &7 Environment
& F-333 = =] Environmental Target
& F-357
& Hos =] ¥ Feedrate
@ H-309 o= =1 Feedrate Tag
& H-485
& k-390 ] =1 Plant
& P-778 77
L @ P82 l =1 PlantTruncatediame
- (3 Litthe Rock = =] Process
- (G Tucson
- (G Wichita c] =] ProcessTruncatediame
[}, Element Searches " & Quality
(7 Elements = =] Quality Target
| Event Frames o] <7 Reliability
[ Library = =1 Reliability Target
e Unit of Measure L] =1 Safety
A Contacts = =1 safety Target
% Management

99.998214721679688
100

99.9982147

Mo Data

Houston

Houston

Extruding Plant
Extruding
99.998214721679688
95
99.998214721679688
98

0

0

11.3 The PI Builder

The PI Builder add-in to Excel is a tool allowing Pl AF configuration in Excel, as well as PI
point configuration. In the case of Pl AF, it enables bulk importation and exporting of elements
and attributes, to and from the AF database.

The element search dialog in Pl Builder showing how to search for all pumps under the element

search root of ‘Site Pumps’.

Data Server. ‘@ PISRVOT ~
Asset Server: @ PISRVO1 ~

Publish Delete

(x) Select Al
( ) Deselect All

=

PlPoints Library Elements

S S -

Event

Database: @Pumps - {‘Rcsd to Template - - - Frames ~
Connections Build F] Retrieve
Element Search X
Conection Options (|PISRVO1|Pumps) g
Template:Pump x - Search
Criteria 2 |
Mame: x
Element Search Root: = X
Al Descendants: False v X
Templaite: Pump v
Category: <All> w
J Add Criteria ~
Results 3
Group byq ] Category [ Template
= 3 Name alType Template @i
L : &9 Pumpl !Nnn-e Pump
a2 |5 r-n|;; -------------------- B Naone Pump
B | 5 Pump3 None Pump
The search found 3 Element(s) matching the search criteria.

Cancel Reset
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11.4 PI Asset Analytics & Calculations

PI Asset Analytics & Calculations are defined in Pl AF server over defined assets and asset
structure and Pl Analysis Service is the calculation engine.

PI AF Analysis consists of an expression that performs a calculation, and the scheduling for
its execution. It takes existing values as inputs to produce new outputs, new calculated values
or event frames. You can specify attributes from anywhere in your Pl AF hierarchy as inputs
to an analysis.

Every analysis is associated with an element or, preferably, with an element template. You can
save analysis outputs by mapping them to attributes on that element or element template.

Three types of analysis are available:
e Expression
e Rollup
o Event frame generation
e SQC

As indicated previously Pl AF can be used for asset-based calculations. In the AF Help file
is a list of Data Reference Functions that can be utilised. The calculations can be one
formula or a sequence of calculations and can have many input attributes. Calculations may
be derived that use PI point data, and both internal and external table data, as well as static
attribute data.

11.5 Directed Activity — Explore the Power of Pl AF

Your instructor will coach you if you need assistance during the

activity.
Elements
=] 5 Elements

= () Site Pumps

- [ Pumpl

Exercise Objectives b (G Pump2

e Explore featuresof AF | 7 & Pump3

S N S ( Pump4

e Implement an asset hierarcny |+ i & Pumps

e Build a PI Vision display upon Asset hierarchy Hmp
e The goal of the exercise is to build a meaningful Pl AF structure and build a display

based on the asset hierarchy shown.

Exercise Description

P1 AF allows the definition of consistent representations of organization assets and equipment
and uses these representations in simple or complex analyses that yield actionable
information.
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Without PI AF, displaying the data from five pumps in PI Vision may require five different
displays, if referencing Pl Points directly. With the usage of Element Template in Pl AF, only
one display need be created.

Approach

1. Use the PSE on PISRVO0L to create a new database within the AF environment. Select
Database, New Database and enter a database name, ‘Pumps’, Select the database
just created.

2. Create an element named “Site Pumps”, precisely.

3. Right-click on ‘Site Pumps’ element to create Child Element of “Site Pumps” and name
it Pumpl

4. Start adding attributes according the following description:

Attribute Value Value Data Default Settings

Name Type Reference UOM

Unit string String none Right("%Element%",1)

Builder

Fluid string Water none none

Flowrate single Pl Point L/s (from Pumpl.Flowrate
Volume
Flow Rate
UoM)

PumpSpeed single PI Point RPM (from Pumpl.PumpSpeed
Angular
Velocity UoM)

BearingTemp single PI Point °C (from Pumpl.BearingTemp
Temperature
UoM)

OilPressure single Pl Point kPa (from Pumpl.0ilPressure
Pressure UoM)

OutputFlowRate | single Pl Point L/s (from Pumpl.OutputFlowRate
Volume Flow
Rate UoM)

Status string Pl Point none Pumpl.Status

5. Status attribute creation displays a message, that Enumeration Set was not found.
Enumeration set in Pl AF is like Digital State Set in Pl Data Archive. Click Yes.

Enumeration5et not found

An AFEnumerationSet matching the digital state set for Pl Point "Pump.5tatus’
was not found, Would you like to create one? |t will be named "PumpStatus”,
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6. Switch to Analyses tab and Create a new analysis.

~

8. Insert expression

Add a new vanable

Keep Analysis Type: Expression and named it FlowDelta.

and click Evaluate.

Evaluate .

Name

Variablel

Expression

"OutputFlowRate’

- "Flowrate’

Value at Evaluatio  Value at Last Tnge  Qutput Attribute

36492 Lfs 364.92 Lfs Map

9. Map the analysis result to an output attribute. Select New Attribute.

10. In the Attribute Properties select No in Save Output History. Name: FlowDelta.
Description: Calculated flow difference. Value Type: Single. Click OK.

11. Keep the default scheduling Event-Triggered and Trigger on Any Input at the
bottom.

a Attribute Properties

Save Output History:

Narme:
Description:

Value Type:

FlowDelta

_! Yes (@ No

x

Calculated Flow Difference

Single

An analysis data reference attribute will be created.

T

| Cancel

Scheduling: (w) Event-Triggered ") Periodic

Trigger on  Any Input W

12. Check that all values are correct. And Check In the changes.

General Chid Elements Attributes ports  Analyses N

| Flter

& |3 & B Name & Value
] &7 BearingTemp 540.223 °C
B¢ | (=] FowDeta 55515
L] <7 Fowrate 3335

4 | 21 Fluid Water
L &7 OilPressure B64.56 kPa
L &F OutputFlowRate BEAL/s
2 &% PumpSpeed 1554, 5 rpm
@ o Status Error
@ =] Unit 1

13. To create the other four pumps, make
a template from Pump 1. Create an
element template “PumpTemplate” by
using Convert to Template when right
clicking Pumpl in the Elements pane.

14. Leave ‘Include Tag Creation’ unticked
as shown below and ensure the
‘Substituted’ definitions are used. Remove
the %ID% from Suggested Point Name to
have only %Element%.%Attribute% and
click Apply.

15. Go to Library and rename the template
to just Pump.
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Convert Attribute to Template x

These attributes have data references to spedfic PI Points.
Choose how each data reference should be defined in the template by selecting and/or editing the dhoices below:

Suggested Point Name: | %:Bement. ¥oAtinbute % Apply

] Include Tag Creation

Attribute Current £ substituted [[INo Data Reference
U VWPISRVO1Pump1.BearingTemp | [ | \WPISRVO 1\ 2Element ¥, SeAtribute % ]
Flowrate [ \WPisRvD1\Pump L Flowrate B | \WPISRYO 1\6Element S, SeAttribute % O
GilPressure O \Wisavo1\Pump 1. OiFressure B4 | \WPISRVD 1\%Element 3. SeAttribute % ]
OuiputFlowRate [ \WPISRVO1\Pump L OutputFlowRate | b | \WPISRYO 1\%6Element S, YeAttribute % O
PumpSpeed 1| Vprsavo 1 Pump 1,PumpSpeed B [ \WPISRYD 1196Element %, SeAtribute % O

Status ]| VISRV 1 Pump 1. 5tatus £ | \P1SRYO 1\86Element . HeAtribute s O

o] o

16. Create new Elements from Pump @Pump template for Pump2 and Pump3.
17. When you use the template, it will automatically associate the correct Pl points with
the attribute. Why does this work?

18. Keep PSE opened and open MS Excel. Select PI Builder tab. In & - =
Connections — Database select Pumps AF database. Hements Event Secuity Reb
19. Click on Elements and select Find Elements from drop-down list 5' : Framej
to open Element Search dialog window. 3 ;nd Elﬁ'm;ts"_

20. Select Pump template from Template drop-down list and hit Browse Elements.. 3
Search. Select one of the pumps. & Find Element Attributes.
21. In Select Object Types and Column Headers deselect all options ] fement Headers
and only keep Required Columns and from Element section pick & aimodes
just Template. {fﬂ Find Models..
22. Add new rows Pump4 and Pump5 to column Name. [ Mode Headers
23. Replicate values in columns Parent, ObjectType and Template and unselect first

row, till it looks like this:

A B C D E
1 Selected(x) Parent Name ObjectType Template
2 Site Pumps Pumpl Element Pump
3 (x Site Pumps Pumpd Element Pump
4 % Site Pumps PumpS Element Pump

24. Click Publish and select Create Only edit mode.

25. Go back to PSE and refresh AF structure using Refresh & Fefsh putton. There
are Pumps 4 and 5 in the asset tree.

26. Verify all attributes are referencing Pl Points and there are no errors.

27. Modify each pump’s Fluid attribute (or chose whatever liquids are available in the
table):
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Unit Pump Material
Unit 2 Pump2 Acetone
Unit 3 Pump3 Castor Oil
Unit 4 Pump4 Dioxan
Unit 5 Pump5 Gasoline

28. We need to add our Pumps AF database to PI Vision configuration. Open the Pl Vision
Administration (https://pisrv02/pivision/admin) and in Overview page locate Asset
Servers/Databases Allowed section.

29. Click on Manage Configuration and tick the box next to Pumps database and hit Save

button
Connection Status Name Databases Version
@ Test Connection v PISRVO1 4 Al 2.106.195

¥/ Pumps
Changes take effect when you click - P

Save (below this table)

30. To be able to search for Elements and Attributes in PI Vision, Pl Web API Crawler must
build an index of the added Pumps database. Open the Search Service Administration

page (https://pisrv02.pischool.int/piwebapi/admin/search/database.html) and wait until
the index is built.

L o

% ARA\PISRVOT\PUMPS i

AF elements: 6 AFAVPISRVOT\PUMPS m
Crawler Host: PISRV02.PISCHOOLINT

Last Crawled: 3:45:44 PM on Fri Jan 24 2020 AF elements: 6
Crawler Host: PISRVO2.PISCHOOLINT
Generate All Paths: ¢
sl | 25t Crailed: 3:48:40 PM on Fri Jan 24 2020
Estimated Crawl Progress: st rEwe enrian
Added 6 of 6 items Generate All Paths:
S renu e o
Rebuild Index Edit

31. Open PI Vision main page and click on “New Display”.
32. Navigate to one of the Pump elements.

33. Create a new PI Vision display to show the characteristic of the Pump asset in a trend
(OutputFlowRate, OilPressure,Flowrate) , and the pump unit number and fluid type as
values. Display the FlowDelta in another trend (to see that the analysis calculation is
backfilled by the PI Vision).

34. Save the display.
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o

Pump1|Status
Normal

[ 9,000
/1

Ldo

18'00

400

0, R A A
5m 10/26/2018 11:10:14 AM

10/26/2018 11:05:14 AM

35. Because our Pumps elements are based on the same Element template, Pl Vision
automatically recognizes it and enables option to switch between assets, therefore one

display can show data from all our Pumps.

Swiich Asset
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12. Pl Connectors

Objectives
¢ Introduction to Pl Connectors, Pl Connector Relay and Pl Data Collection Manager
o Difference between Pl Connectors (1% Gen) and Pl Connectors (2" Gen)
e Get to know the OPC UA standard
e Configuring the Pl Connector for OPC UA (2" Gen).

PI Connectors are the new generation of applications that simplify the process of adding new
data to the Pl System by scanning data sources and discovering data items. Data streams are
then auto configured on the Pl Server. There is no need to manually create Pl Points during
initial setup or in the future. The Pl Connector (1% Gen) or Pl Connector Relay does this for
you by continually monitoring the source. A reference model is built in the Pl AF server acting
as a mirror image of the data source.

12.1 General Characteristics

12.1.1 Pl Interfaces vs. Pl Connectors Comparison

The main differences between Pl Interfaces and Pl Connectors are summarized in the

following table:

Pl Interface

Pl Connector
(1% Gen)

Pl Connector
(2" Gen)

only

data (Asset structure,
Event Frames)

Pl Points Must create PI Auto-discovers & Auto-discovers.
Points creates as needed Creation done by PI
Connector Relay
Point Type Classic Base Base
Buffering Manually configure | Automatic built-in Automatic built-in
buffering buffering buffering
Data types Time-series data Time-series & meta Time-series & meta

data (Asset structure,
Event Frames)

Administration

Only locally via PI
ICU

Locally or Remotely in
its own web-based Ul

Remotely via Pl Data
Collection Manager

environment

Configuration Interface restart Does not require Does not require restart

changes required restart

Number of Once instance per | Only one instance on a | Only one instance on a

instances data source server for multiple data | server for multiple data
sources sources

Exception Yes No No

filtering

Development Pl API AF SDK AF SDK
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12.1.2 Pl Connectors 1%t Generation vs. 2" Generation

The PI Connectors (1% Gen) are standalone applications that are responsible for the whole
data collection operation. Browsing data sources for Pl points and asset hierarchy creation
information, collecting data, sending them to Pl Data Archive and Pl AF and running buffering
operations. Configuration is done directly with connector its own administration web-based
user interface.

Control Network D Business !/ Corporate
Network

‘4
- »
24
Data Source Pl Connector
1°' Gen
{ ) Pl Server
Pl DA: port 5450
8 Communication via Windows Integrated Security PI AF: port 5457

The PI Connectors (2" Gen) do not connect to Pl Server directly, but values are sent through
middle-ware Pl Connector Relay application. Pl Connector configuration and administration is
done via Pl Data Collection Manager application and not directly on it.

J J

Control Network DMZ Business / Corporate
Network

Pl Connector
Relay

2 : i S
@ b Port 5671

- -
p

Mo ’
Data Source Pl Connector
(2™ Gen)
4
data i
---------- administration ===
= Communication via certificates : Pl Da';aa::ll:rction PIDA: port 5450
9 PI AF: port 5457
B Communication via Windows Integrated Security : Port 5672
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This architecture provides more security to the isolated control network. Communication
between Pl Connector, Pl Connector Relay and Pl Data Collection Manager is processed over
secured HTTPS and AMQPS protocols connections using X.509 certificates instead of

Windows Integrated Security that would require domain trusts or usage of windows credential
manager.

Note: Always consult PI Connector user guide to determine the architecture. Whether it is
a standalone 1%t generation connector or 2" generation that requires Pl Connector Relay
and PI Data Collection Manager. It cannot be determined from connector version. Version
1.x does not always mean 1%t generation architecture. For example, the first PI Connector
for oBIX 1.x version was already released for 2" generation architecture.

12.1.3 PI Connector 2" generation architecture components

Pl Data Collection Manager (Pl DCM)

Is a browser-based web application that enables users to configure and managed multiple PI
Connectors and Pl Connector Relays to multiple Pl Systems. From Pl DCM, users register Pl
Connectors, select data sources and route data through Pl Connector Relays to specific
destinations within the PI AF database. Once registered and configured, users can then view
and monitor data flow in real-time on PI DCM dashboard. The dashboard also provides

functionality to modify data sources, start and stop connectors and re-route data flow to
alternative destinations.

= Pl Data Collection Manager [ - ]
Components Routing Overview
. Y| Filter Options | Data Sources Connectors :  Relays @ Destinations @& ‘
- L r
Data Sources -
R DPC UA . _— The Compon t aiows B 3
el ‘ & xepsen . | ‘ (] i ‘ @ PunTo2 | ‘ & Pisener Ao 65 st i
E— X |1‘ r. now the Companents are connected to each aiher
@ orcua e
sion and .
Relays
Less «
& PINTO2 Relay
Destinations
@ Fisene

# Edit Routing Configuration

Pl Connector Relay

P1 Connector Relay is a connector component that relays data coming from a Pl Connector to
the Pl System. The PI Connector sends a generalized representation of the assets and real
time measurements that it collects from the data sources to Pl Connector Relay. Pl Connector
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Relay creates elements, event frames in Pl AF servers, and Pl points in Pl Data Archive. PI
Connector Relay can send data that comes from Pl Connectors to multiple Pl Systems.

12.1.4 Principles of Operation

Administration

A Pl Connector or Pl Connector Relay must first be registered before it can be administered
by the PI DCM and participate in data collection. After registration, Pl Connector and Relay
initiate the connection to PI DCM. If the connection is allowed, PI DCM uses the connection to
remotely administer the Pl Connector and Pl Connector Relay. PI DCM cannot initiate a
connection. Administration communication occurs over port 5672 on PI DCM host.

Data Collection

Pl Connectors and Relays must be registered with PI DCM and routed in data flow path to
participate in data collection. Pl Connector establishes a connection and sends data to port
5671 on PI Connector Relay host. The data flow is one-directional, but protocol control
messages are sent by the Pl Connector Relay when responding to the Pl Connector.

12.1.5 Security
Types of connections

e HTTPS
Service web-based user interfaces and listen for registration requests. HTTPS port is
configurable. The X.509 certificate associated with the HTTPS port is self-signed and
created during installation of PI Connector, PI Connector Relay and Pl DCM along with
port configuration.

e AMQPS
AMQPS is a secure version of the AMQP (Advanced Message Queuing Protocol).
AMQPS connections process administration message and forward data from PI
Connector to PI Connector Relay. The AMQPS connections are secured using self-
signed X.509 certificates created when PI Connector, Pl Connector Relay or PI DCM
are installed. The certificate used by an AMQPS connection is different from the
certificate associated with HTTPS connection and has unconfigurable port. 5671 for PI
Connector Relay and 5672 for PI DCM.

Local Groups
Installation of PI Connector (2" Gen), Pl Connector Relay and Pl DCM creates two local
groups:

e Pl Connector Administrators
Members of this group are allowed to access the administration web-based interfaces
of PI Connector, Pl Connector Relay and Pl DCM. Perform administrative tasks and
configuration.

e Pl Trusted Installers
Members of this group are allowed to register Pl Connector to Pl DCM and in PI DCM
confirm the PI Connector registration and register Pl Connector Relay.
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12.1.6 Buffering data

P1 Connectors and Pl Connector Relay are inherently capable of buffering data whenever data
flows from one process boundary to another. Buffering is always on and is not user
configurable. There are no separate processes associated with buffering. Each connector and
relay processes themselves buffers the data. Configuration for buffering is limited to specifying
the folder during setup to determine where data is buffered.

Buffering to PI System servers (Pl Data Archive and Pl AF) includes time-series values, tag
creation, and asset creation events.

Note: Pl Connector Relay’s buffering is now Pl Collective aware. Pl Connectors (15t Gen)
buffering is not. But the PI Collective pickup is not automatic when Destination server is
already configured. It has to be removed and added again in Pl Data Collection Manager.

12.1.7 Modifications to Pl Connector’s AF structure

It is possible to modify the Pl AF structure that is generated by the Pl Connector Relay, but
with several limitations and only a few actions allowed.

The supported modifications are:
- Adding custom AF attributes to the elements created by Pl Connector Relay
- Adding Extended Properties to the element template
- Assigning a category to attribute templates
- Adding Pl AF Analysis rules directly to an element or element template

Unsupported modifications:
- Deleting element templates created by Pl Connector Relay
- Renaming element templates created by Pl Connector Relay
- Deleting template attributes crated by Pl Connector Relay
- Renaming template attributes created by Pl Connector Relay
- Changing data type of attributes created by Pl Connector Relay

12.1.8 Modifications of Pl Connector’s Pl Points configuration

It is possible to modify selected point attributes after they are created by Pl Connector Relay.
- Modification of the compression settings attributes
- Modification of PI Point security settings
- Attributes like Step, Scan, Archiving, Span, Zero, Typical Value

It is not possible to:
- Change the tag name
- Extended Descriptor
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12.2 Exercise — Install PI Connector Relay and PI Data Collection

Manager

This activity is designed to maximize learning in a specific topic area. Your
instructor will have instructions and will coach you if you need assistance

during the activity.

Exercise Objectives

Use minimum privileged accounts and set the security on Pl Server. Install the Pl Connector

Relay and Pl Data Collection Manager.

Before You Start

Pl Connector Relay and Pl Data Collection Manager require permissions according the

following table:

Application

PI Connector Relay

28

Destination Iltems to access Required access levels
PI Data Archive | PIDS Read, Write
(ﬂ PIPOINT Read, Write
PIUSER Read
Pl AF AF Server Level Read

AF Database

Read, Read Data, Write, Write Data

All items in AF DB

Read, Read Data, Write, Write Data

Pl Data Collection
Manager

2

Pl Data Archive | PIDBSEC Read
(ﬂ PIDS Read
PIPOINT Read
PIREPLICATION Read
PIUSER Read
Pl AF AF Server Level Read

AF Database

Read, Read Data

All items in AF DB

Read, Read Data
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For Pl Data Archive:

1. Open PI SMT on PISRVO01 and navigate to Security — ldentities, Users & Groups plug-
in. Create new PI Identities Pl Connector Relay and Pl Data Collection Manager.

2. Map PI Connector Relay identity to PISCHOOL\SVC-PIRELAY$ gMSA
3. Map PI Data Collection Manager identity to PISCHOOL\SVC-PIDCM$ gMSA
4. Assign the permissions according the table in Database Security plug-in.

For PI AF:

1. Open PSE on PISRVO1 and click on @ Database

2. In the Select Database window click on [...] (3 dots) button, then right-click on the
PISRVO1 AF server and select Properties.

) Mew Database % Delete Database Datzbase Properties (5 Edit Security
Asset server: | U@ PISRVO1 . Eﬁ
Pl AF Servers O X
-Jaldd Asset Server Connect & Set as Default [ Properties
| Fiter e -
Mame Host User Description Default Database
¥ risrvon PISRUNA PISCHOOL \studentd. .. Pumps
i Add Asset Server
Disconnect
|| Refresh
7 Remove..
@  Audit Trail [ ][ cloce
o Security.. [
I _“"P Properties I

3. InIdentities tab do a right-click on blank space, select New Identity and enter name Pl
Connector Relay. Switch to Mappings tab and click on Add and map it to
PISCHOOL\SVC-PIRELAY$ gMSA.

4. Repeat the procedure for Pl Data Collection Manager AF identity mapped to
PISCHOOL\SVC-PIDCM$ gMSA.

5. Back in Pl AF Servers window, right-click on PISRVO01 and select Security. From Iltems
to Configure select only Pl AF Server. Click on Add and select both AF Identities: PI
Connector Relay and Pl Data Collection Manager. After adding them to the list, assign
just Read permissions to both.

o

From Child Permissions select Do not modify child permissions and confirm settings.
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Security Configuration [} X

Permissions  Effective Access

Items to Configure:
[rtem Security String A
I . PISRVO1 | Administrators:A(r,w,rd,wd,d,x,a,s,s0,an) |Engineers:Afr w,rd,wd
PISRVO1 - Contacts Administrators:A(r,w,rd,wd,d,x,a,s,50,an) |Engineers:A(r w,rd,wd
| SPISRVD 1 - Notification Contact Templates Administrators:A(r,w,rd,wd,d,x,a,5,50,an) [Engineers:Alr,w,rd,wd
D&,PERWL - Security Identities Admirstrators:Ar w,rd,wd,d,x a5 s0.an) [Engineers:Alr w,rd,wd v
[l FE T R S P, P S T OO S 1 S S ST |
< >
Identities: Add... Remove Permissions for PI Connector Relay:
Name L | Permission Allowe Deny =
& world Al N O
&5 RTQP Engine Read [~ O
& Asset Analytics Write Ll O
&::5!‘ :':;;': R’“‘!h:;::; Read \Wirite O O
4 P1 el ming (PISRVI
Read Data O O
8.;P1 Data Collection Manager v || M¥ite Data a O v
T YT, (- [

(®) Do not modify child permissions
() Update child permissions for modified identities
() Replace chid permissions for all identities

i

7. Open the security settings for Pumps database. Keep all items selected. Add PI
Connector Relay AF identity and check Read/Write and Read/Write Data
permissions (it automatically selects Read, Write, Read Data, Write Data).

8. Add PI Data Collection Manager AF identity and check Read and Read Data. Keep
Update child permissions for modified identities.

Security Configuration O X

Permissions  Effective Access

Items to Configure:

Ftem Security String =
A @ rumps Administrators:Afr,w,rd,wd,d,x,a,5,50,an) [Engineers:Alr, w,rd,wd,x,
%) mPumps - Analyses Administrators: Alr,w,rd,wd,d,x,a,5,50,80) |[Engineers: A(r,w rd,wd,d,
B [liliPumps - Analysis Templates Administrators:Afr,w,rd,wd,d,x,a,s,50,an) [Engineers:A(r,w,rd,wd.,d,
% DPumps - Categories Admiristrators:Alr,w,rd,wd,d,%,a,5,50,8n) [Engineers:A(r,w rd,wd,d, v
Afn oo R

< »
Identities:  Add... Remove Permizsions for P Data Collection Manager:

Name A || permesson plow  Deny A
a@Engmaers All [ O

& warld Read = O

&4 RTQP Engine Write O O

&,Asszt Analytics Read Write 0 O

e, Asset Analytics Recalculation Read Dot = 0

4 P1 Connector Relay -

Mo Data Collection Manager Virite Data | 0

Read/Write Data a O v

(Child Permissions

(C) Do not modify child permissions

®) Update chid permissions for modified identiies |
(2) Replace child permissions for all identities
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Approach

1. On PIINTO2 in the PI Install Kits folder, run the Pl Connector Relay installation kit.

2. As mentioned, Pl Connector Relay and PI Data Collection Manager are using AF SDK,
therefore Pl AF Client is always bundled within their installation kit.

3. Fill the information about the Asset Server (Pl AF) — PISRV01
Only PI AF SDK .NET 4 is necessary be installed. No other components are required,
but PSE provides GUI access to AF SDK Connection Manager, therefore install it too.

Select Features
Please select which features you would like to
nstall.
S ISR | reature Description:
8- \:g_—:] PI System Explorer Provides programmatic access to the PI Data
i= X _~| Management Plug-In Archive and AF Server, and is used by AF
X ~| AF Collective Manager Client applications.
X v| PI AF User Documentation

This feature will be installed on the local hard
drive.
This feature requires 59MB on your hard
drive.

5. In PI Connector Relay port configuration keep default port 5460 and Check Availability.
Click Next.

Port Configuration
Configure a TCP port number to be used for the PI Connector Relay administration, If you
intend to perform remote administration, make sure that the port is not blocked by a
firewall.
Enter a valid port number: 5460
Port is avallable, click Next to continue.

6. In Windows Service Configuration gMSA cannot be accepted, resulting into message
Tavalid name and password combination. \jse 5 dummy user account PISCHOOL\PIDummy
(pass: pidummy) instead and Validate. Click Next.

Service display name: PI1 Connector Relay
Domain and name: |P1SCHOOL \PIDUmmy
Passward: || BEEERRE
Valid name and password combination.
7. Instead of default buffer file location in %ProgramData% browse to D:\PI Buffer

directory. Click Next and Install.
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8. Add PISCHOOL\Student01 user to Pl Connector Administrators local group by Add
User.

9. Click Add More Users and add PISCHOOL\SVC-PIRELAY$ gMSA to the PI
Connectors Administrators and Pl Trusted Installers local groups. Also add
PISCHOOL\Student01 to PI Trusted Installers too.

10. Run PI Data Collection Manager install kit.

11. In port configuration select port 5461 as 5460 is already taken by Pl Connector Relay
and Check Availability and Next.

12. Again, in Windows service configuration ¢gMSA is not accepted. Use
PISCHOOL\PIDummy (pass: pidummy). Validate, click Next and Install.

13. PISCHOOL\Student01 is already part of the group from Pl Connector Relay
installation. Click Add More Users and add PISCHOOL\SVC-PIDCM$ to Pl Connector
Administrators and Pl Trusted |Installers local groups and remove
PISCHOOL\PIDummy.

‘L Fl Connector Administrators ;L Pl Trusted Instalers
s U

Description Pl Connectors administrative access Dsscription: Members of this group can install and register FI
Cannectors with the Pl Data Collection Manager

Members: Members:

& PISCHOOL studert 01 & PISCHOO L studentD1

& PISCHOOLASVC-PIDCM &l pP|SCHOOL\SVC-PIDCM
1K PISCHOOLMSVC-PIRELAY & PISCHOOL\SVC-PIRELAY

14. In Services Manager switch PISCHOOL\PIDummy user account of Pl Data Collection
Manager service for PISCHOOL\SVC-PIDCM$ gMSA and restart it.

54 Pl Connector Relay Running  Automatic PISCHOOL\SVC-PIRELAYS
5Pl Data Collection Manager Running  Autornatic PISCHOOL\SVC-PIDCMS

15. Verify the installation by accessing the PI Data Collection Manager and Pl Connector
Relay pages. Open Google Chrome and insert URL https://piint02:5460/admin/ui to
access Pl Connector Relay page and https:/piint02:5461/ui to access Pl Data
Collection Manager.

Note: Even though PISCHOOL\Student01 is a member of the PI Connectors Administrators
and PI Trusted Installers local groups, there is still a login prompt for security reasons.

16. In PI Data Collection Manager add Pl Connector Relay by clicking on the plus symbol
#+ in Relays column and fill the Relay Settings:

¢ Name: PIINTO2 Relay
o Address: PIINT02
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e Port: 5460

e User Name: PISCHOOL\Student01 and password.
Relay Settings

PIINTO2 Relay |

Address

PIINTO2 | Destination Settings
o e

5460 | P Server |
el Pl Data Archive Address

PISCHOOL\Studentn1 | PISRVD1 |
Pa AF Sen € res.

‘ PISRVO1 |

Cancel Save Settings Cancel Save Settings

17. In Destinations column click Add Destination and fill Destination Settings:
e Name: Pl Server
e Pl Data Archive Address: PISRV01
e AF Server Address: PISRVO1

18. Save Settings. Click on Pl Server and select Data tab.

19. Publish Location Pumps AF database is selected, but publish location is in root. Click
on Edit Destination Data Settings at the bottom.

20. Then select a new path when prompted by message eelect a path using the tree below>

and click on Site Pumps to publish into this element.

Publish Location

Choose the Database and Path to publish data

_r':-:l.G i

Path

$\Elements\Site Pumps)

s [ Elements
« [ Site Pumps
+ [ [ConnectorMame]
[T <connector data>
@ Pumpf
) Pump2
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21. Keep the selections Create root element and Prefix points checked and Save
Destination Data Settings.

22. Click on PIINT02 Relay in Relays column. A check box appears next to the destination
Pl Server.

PIINTO2 Relay ] Pl Server

23. Check the box.

FIINTO2 Relay @ fpe=ee= * Pl Server L]

24. And click on Safe Configuration button at the bottom. In Summary page click Save
and Start All Components.

PIINTO2 Relay - { & Piserver

25. Pl Connector Relay is now connected to the destination Pl Server, but with Warning
message as there is currently no PI Connector configured, which will be done PI
Connector for OPC UA configuration exercise.
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12.3 PI Connector for OPC UA

12.3.1 About OPC UA

OPC UA = Open Platform Communication Unified Architecture

5 Things to Know About the OPC UA Servers

1.

OPC UA is the successor to OPC classic: OPC DA (Data Access), OPC HAD (Historical
Data Access) and OPC A&E (Alarms and Events) are all bundled into OPC UA. Instead
of DCOM, which has several drawbacks such as frequent configuration issues, lower
security and limitation to Microsoft Windows OS only, certificates are used for security.

OPC UA is platform-independent and extremely scalable: Classic OPC protocols were
built for Microsoft operating systems (as DCOM was leveraged). OPC UA can operate
on any platform. OPC UA is being deployed to everything from small chips with less
than 64K memory (Nano Profile) to large workstations.

A sophisticated address space model: One should be able to model data, systems,
machines and even entire plants into the OPC UA address space.

OPC UA supports client-server architecture: The OPC UA server is much more
sophisticated than other factory floor systems such as Modbus, EtherNet/IP and
BACnet. OPC UA servers can be configured to accept connections with any number of
clients. The servers will never initiate connections. An interesting aspect of this
relationship is that a server device can allow a client to dynamically discover what level
of interoperability is supported, what services are offered, and type definitions for data
types and objects.

OPC UA is NOT just a protocol: It's a common misconception that OPC UA is just
another protocol (Set of rules that govern the transfer of information from one computer
to another). Even though OPC UA specifies the rules for communication between
computers, its vision is more than just moving data. OPC UA is about complete
interoperability.

OPC UA servers on a network are defined by a server endpoint. A Server Endpoint is a physical
address that allows clients to access one or more services provided by a server. Server
endpoint is specified by its URL string.

Beside standard URLs e.g. HTTP or HTTPS, OPC Unified Architecture uses its own scheme
opc.tcp. The endpoint has then the following syntax:

opc.tcp://<OPCUAServerHost>:<port>

Note: PI Connector for OPC UA currently only supports opc.tcp protocol.
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12.3.2 Pl Connector for OPC UA (2" Gen) characteristics

P1 Connector for OPC UA copies contextual and time-series data from OPC UA servers to PI
Data Archive and Pl AF Servers. Static OPC UA variables are mapped to AF elements and
attributes, dynamic variables are converted to Pl Points. Before starting, users have an option
to browse the whole OPC UA address space and select manually, or by using a query, what

they want to have replicated to PI System.

Pl AF templates, elements, their attributes, and PI points are created automatically based on
the information obtained from browsing the OPC UA address space. Data from OPC UA
variables is read through subscriptions. The connector supports the Data Access (DA) and the
Historical Data Access (HDA) parts of the OPC UA specification.

N

Control Network

OPC UA Server

DMZ

J

Business / Corporate
Network

Pl Connector for
OPC UA (2™ Gen)

[ —

data
__________ administration

Pl Connector
Relay

Port 5671

Pl Data Collection
Manager

Port 5672

PI DA: port 5450
Pl AF: port 5457

= Communication via certificates

8 Communication via Windows Integrated Security

0 Pl Connector for OPC UA 2.x does NOT support a direct upgrade from
version 1.x! If you are upgrading your Pl Connector for OPC UA 1.x version
follow the procedure in section Upgrade to version 2.x in Pl Connector for

OPC UA User Guide.
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Once configured, the connector performs the following tasks:

e Passes information to PI Connector Relay to create Pl AF templates, elements,
attributes and PI points.

e Collects data from OPC UA variables through subscriptions

¢ Reads history from those OPC UA dynamic variables that have historical data.

12.3.3 Modes of Operation

PI Connector can run in 4 different modes of operation:

Generic mode

Default mode and the closest one to how Pl Connector for OPC UA 1.x worked. The most
significant difference is that the filtering is no longer based on OPC UA object types. Users
have the option to filter manually or using a query to select the actual OPC UA objects. Hence
the filter file, known from version 1.x of this connector, is no longer needed.

PCS7 mode

The PCS7 mode was included to enable users to run this connector also with SIMATIC
OpenPCS 7 UA servers, for which they previously needed a separate connector (Pl Connector
for Siemens SIMATIC PCS7). The main differences compared to Generic mode are how the
P1 AF structure is built, and how the static and dynamic variables are recognized.

TagsOnly mode

In this mode, users have the option to reference a .csv file with a list of Nodelds and several
other optional columns. Only those OPC UA variables, which have their Nodelds listed in the
file, will be subscribed for changes and will consequently forward events to the Pl System. In
this mode, no PI AF hierarchy is created.

ISA95 mode

In this mode, the connector makes a few assumptions described in more details in connector’s
user guide about where to search for information in OPC UA address space for AF templates
to create PI AF hierarchy and how to name them, unlike in Generic mode.

EE] For more details consult the Pl Connector for OPC UA User Guide
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12.4 Exercise - Install Pl Connector for OPC UA

This activity is designed to maximize learning in a specific topic area. Your
instructor will have instructions and will coach you if you need assistance
during the activity.

Exercise Objectives
Install the PI Connector for OPC UA.

Description
This exercise will guide you through the PI Connectors installation.

Approach
1. On PIINTO1 in PI Install Kits directory locate Pl Connection for OPC UA install kit and
run it.

2. In port configuration keep the default port 5460 and Check Availability. Click Next.

Enter a valid port number: 5480 Check Availability

Port is available. click Next to continue.

3. As for Pl Connector Relay and Pl Data Collection Manager, Pl Connector install kit
does not accept gMSA. Use PISCHOOL\PIDummy (pass: pidummy) instead and
Validate. Click Next.

Service display name: PI Connector for OPC UA

Domain and name: [PrscHOOL PIDumemy

Passward: T

Valid name and password combination. Validate

4. Select D:\PI Buffer directory for buffer files location instead of default
%ProgramData%. Click Next and Install.

5. Add PISCHOOL\Student01 to the PI Connectors Administrators local group.

Add "PISCHOOL\StudentD 1" to group: Add Lssr User Added

Launch "Local Users and Groups™ to add Add Mare Users
additional users:
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6. Click Add More Users and add PISCHOOL\SVC-PICON$ gMSA to the PI Connectors
Administrators and PI Trusted Installers local groups.

7. Remove PISCHOOL\PIDummy from the groups and add PISCHOOL\Student01 also
to Pl Trusted Installers.

} Pl Connector Adrmirestrators % Pl Trusted Installers
I

Description PI Connectors administrative access | Description: Members of this group can install and register Pl
Connectors with the Pl Data Collection Manager
Mambers: Members:
& PISCHOOL \studert 01 & PISCHOOL \student 01
18 PISCHODL\SVC-PICON (& PISCHOOL\SVC-PICON

8. Finish and Close the installation wizard.

9. In Services Manager switch PISCHOOL\PIDummy user account of PI Connector for
OPC UA service for PISCHOOL\SVC-PICON$ gMSA and restart it.

-fﬂ": Pl Connector for OPC UA Automatic Running PISCHOQLSVC-PICONS

10. Verify the installation by accessing Pl Connector for OPC UA page. Open Google
Chrome and insert URL https://piint01:5460/ui.

Pl Connector for OPC UA Administration ¢

Overview

Connector -

Set Up Connector
This connector is not registered. Click to

continue

Data Sources - Select an item on the left to see its details |

There are o dala sources reqgistered Cilick Add

(¥ Add Data Source
Relays -

No relays connected, use Pl Data Collection Manager fo

add a relay
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12.5 Directed Activity — Configuring Pl Connector for OPC UA

Follow the instructor to guide you through the configuration settings until
the asset structure and points are created

Activity Objectives

e Use the OPC UA Client Tool to verify the connection to the OPC UA Server and
browse the structure and obtain Root Node ID

e Register PI Connector for OPC UA to PI Data Collection Manager
Configure Pl Connector for OPC UA via PI Data Collection Manager

o Verify the asset structure and points were created after configuration

Approach
1. Verify the KEPServer EX 5.17 OPC UA Server services are running on PIINTO1.
G KEPServerEX 5.17 Event Logger  Event logger component of Kepware Communications Server 517 Automatic Running Local Systern
5 KEPServerEX 5.17 Key Service Key service component of Kepware Communications Server 5.17 Manual Running Local Systern
&k KEPServerEX 5.17 Runtime Runtime component of Kepware Communications Server 3.17 Automatic Rumnning Local System

2. KEPServerEx icon # is available in system tray. Right-click on it and select OPC UA
Configuration to obtain opc.tcp endpoint of the OPC UA Server. In this case
opc.tcp://PIINTO1.PISCHOOL.INT:49320.

Open UA Expert OPC UA Client via desktop shortcut.

In the main menu go to Servers — Add. In Add Server dialog switch to Advanced tab.
a. Configuration name is up to you. For example, KEPServerEx.
b. Insert endpoint URL obtained from OPC UA Server configuration.

c. Select None in both lists in Security Settings and Anonymous in Authentication
Settings.

Configuration Name |-:_EPSerw:rEx |

Discovery Advanced

Server Information

v [ Project #
Endpoint Url opc. top: [fPTINTO1,PISCHOOL, INT: 45320 a )
v @ Servers
Security Settings & KEPServerEx pa—
Secuytty Pl - v [ Documents
curity Policy one - I b I

@ Data Access Connect

Message Security Mode | None b4 ¥ Disconnect
. Properties...

Authentication Settings
:'u:'l;it User...

@ Anonymaus
5. Server configuration is added to the Project section. Right-click and Connect.

6. In Certificate Validation dialog select Trust Server Certificate.
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7. In Address Space section browse to Objects — Simulation Examples — Site Pumps —
Pumpl. Select all variables, drag and drop them to the Data Access View section. To
see the values are updating. You may repeat it for other Pumps.

Address Space & X| DataAccess View
3 No Highlight | * Server Node Id Display Name Value Datatype
=2 Root 1 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pumpl... BearingTemp -16 Int32
v ) Object: 2 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pumpl... FlowRate 53.7354 Float
) = 3 KEPServerEx NS2|String]Simulation Examples.Site Pumps.Pump1.... OilPressure 165 Int32
=) Channell 4 KEPServerEx NS2|StringlSimulation Examples,Site Pumps.Pumpl.... OutputFlowRate 163.828 Float
) Data Type Examples 5 KEPServerEx NS2|String]Simulation Examples.Site Pumps.Pump1.... PumpSpeed 477 Int32
6 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pumpl.... Status Low String
& Server 7 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump2.... BearingTemp -2 Int32
v 2 Simulation Examples 8 KEPServerEx NS2|StringiSimulation Examples.Site Pumps.Pump2.... FlowRate 8.63914 Float
& Functions Q KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump2.... OilPressure 130 Int32
10 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump2.... OutputFlowRate 133.078 Float
v ) Site Pumps 11 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump2.... PumpSpeed 516 Int32
v ) Pumpl 12 KEPServerEx NS2|StringiSimulation Examples.Site Pumps.Pump?.... Status Error String
@ BearingT 13 KEPServerEx NS2|String]Simulation Examples.Site Pumps.Pump3.... BearingTemp 34 Int32
- beanngliemp 14 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump3.... FlowRate 38,9968 Float
@ FlowRate 15  KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump3.... OilPressure 55 Int32
@ OilPressure 16 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump3.... OutputFlowRate 30.2893 Float
17 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump3.... PumpSpeed 849 Int32
@ OutputFlowRate 18 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump3.... Status Normal String
@ PumpSpeed 19  KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pumpd.... BearingTemp 136 Int32
@ Stat 20  KEPServerEx NS2|String|Simulation Examples,Site Pumps.Pumpd.... FlowRate 170.905 Float
& e 21 KEPServerEx NS2|StringiSimulation Examples.Site Pumps.Pumpd.... OilPressure 180 Int32
> 2 Pump2 22 KEPServerEx NS2|String]Simulation Examples.Site Pumps.Pumpd.... OutputFlowRate 11,4443 Float
D Pump3 23 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pumpd.... PumpSpeed 405 Int32
24 KEPServerfx NS2|String]Simulation Examples.Site Pumps.Pumpd.... Status Low String
LD Pump4 25  KEPServerEx NS2|StringiSimulation Examples,Site Pumps.Pump3.... BearingTemp 104 Int32
> 2 Pump5 26 KEPServerEx NS2|StringlSimulation Examples.Site Pumps.Pump5.... FlowRate 33.2178 Float
) System 27 KEPServerEx NS2|StringSimulation Examples.Site Pumps.Pump3.... OilPressure 24 Int32
5 =Y 28 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump5.... OutputFlowRate 184.416 Float
) _Statistics 29 KEPServerEx NS2|String|Simulation Examples.Site Pumps.Pump3.... PumpSpeed 575 Int32
D _System 30  KEPServerEx NS2|String{Simulation Examples.Site Pumps.Pump3.... Status Stopped String
2 _System
O Types
) Views

P1 Connector for OPC UA must browse the entire OPC UA server address space for the first
time. This may take a long time for OPC UA Servers with complex address space containing
thousands of items and variables. But for data selection it is possible to narrow it down to only
specific part of that address space, by defining the Root Node ID in Pl Connector’s data source
settings. It is a unique combination of Namespaceindex (ns) and ldentifier (s) in syntax
ns=<index#>;s=<string>

File View Server Document Settings Help

3 o 0 J ~ - -
D PBO #=0 XK& B K
Project & X| Data Access View © attributes g x
v [A Project Al # Server Node Id Display Name Value 2 vk @ [+]
A U Servers 1 KEPServerEx MS2|String|Simula.., BearingTemp 75 Attribut Val -~
1) KEPServerkx 2 KEPSewertx  NS2[StringiSimula.. FlowRate 109989 ke el
v@o ts 3 KEPServerEx M52|StringlSimula.., OilPressure mn A
Yl ope e s e |
ervrl ring|Simula... PumpSpee = -
Address Space 8% e KEPSendsEx NS2[StringlSimula... Status LOW IM_I
3 Mo Highiight - 4 |dentifier Simulation Examples
MNodeClass Object
D Root ) A BrowseN P SaBon BT
¥ 2 Objects DisplayMame “en”, "Simulation Examples”
D Channell Deseription e, ™"
> ICD Data Type Examples v i WriteMask o
> g Server UserWriteMask 0
v Simulation Examples R —_ = EventMotifier Mone ¥
— ns=2;s=Simulation Examples A —
~ I Site Pumps p=
[~ Forward
v 1) Pumpl = &P ©
@ BearingTemp Reference Target DisplayMame
@ FlowRate Organizes _Statistics
@ OilPressure Organizes _System
@ OutputFlowRate Organizes Functions
@ PumpSpeed Organizes Site Pumps
@ Status
o Pumpl
L) Pump3
) Pumpd
) Pump’
D _System v|L* >

(‘ OSl:soft.
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8. To present only Simulation Examples address space section for data selection, Node ID:
ns=2;s=Simulation Examples will be used in Pl Connector configuration.

Note: There are several OPC UA Clients from different vendors. In some of them, you need
to put together the Node ID using the Namespaceindex and Identifier. Some can display
the Node ID directly in ns=<index>;s=<string> form.

This is the validation of the updating variables on OPC UA Server. Now to configuration of Pl
Connector for OPC UA.

To be able to configure Pl Connector it must be registered in Pl Data Collection Manager:

9. To register Pl Connector open Pl Connector for OPC UA Administration page locally on
PIINTO1 (https://piint01:5460/ui). Click on Set Up Connector and fill Connector
Settings.

e Registration Server Address: https://piint02:5461

e Registration Server User Name: PISCHOOL\Student01
e Registration Server Password: <StudentO1 password>
e Description: OPC UA

10. After clicking on Request Registration, the Pl Connector is now registered in Pl Data
Collection Manager and awaiting approval.

Connector Details
Connector Settings
T
https://piint02:5461
sqgistration Serve

PISCHOOL\Student01

&' Connector Status: Registered

OPC UA

Request Registration

Note: OSlsoft recommends registering Pl Connectors into Pl Data Collection Manager
locally. Attempting Pl Connectors registration accessing their administration page remotely
may result into errors.

11. Switch to PI Data Collection Manager. Pl Connector appeared in Connectors column.
Click on it and change the name to OPC UA. Then click on Approve This Registration
and Configure.
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12.

13.

14.

15.

16.

17.

Tick the box next to Pl Connector Relay to connect Pl Connector.

OFL UA & FINTOZ Relay .|

Click on Save Configuration at the bottom and in Summary window select Save and
Start All Components.

OPC UA

& PUNTOZ2 Relay

P1 Connector is now connected to Pl Connector Relay, but it is missing the Data Source.
Click on OPC UA PI Connector and in Connector Details select Data tab and Add Data
Source.

Fill the Data Source Settings:
e Name: KEPServerEx
e Description: Site Pumps
e Mapping Type: Generic
e Discovery or Server Endpoint URL: opc.tcp://PIINTO1.PISCHOOL.INT:49320
e User Name and Password: <blank>
e Root Nodelds: ns=2;s=Simulation Examples

Click Discover Available Endpoints and from drop-down list that appeared select
[SignAndEncrypt:Basic128Rsal5:Binary]and Save.

KEPServerEx OPC UA

Select OPC UA connector and in Data tab click on Discover Data Source Contents.
Message window pops up to inform that entire address space will be browsed, and it can
take a long time. Agree and continue.

Pl Connector and OPC UA Server exchange certificates, but they do not trust each other
certificates right-away. Thus, the error message in Message Log in Diagnostics tab for Pl
Connector: “Error encountered while running discovery task for data source”

B EPserverEx S

To make PI Connector and OPC UA server trust each other certificates, perform following
tasks:

Page 162 (‘ os'



Pl Connectors

18.0On PIINTO1l. Go to %PIHOMEG64%\Connectors\OPCUA\pkclient\rejected\certs
directory. There is KEPServerEx certificate. Move the certificate to the
...\pkclient\trusted\certs directory.

19. In PI Data Collection Manager click on Discover Data Source Contents again. There

still will be an error, but PI Connector certificate now appears in KEPServerEX OPC
UA Configuration.

20. Back on PIINTO1 open the OPC UA Configuration Manager from KEPServerEx system

tray @& . select Trusted Clients tab. Right-click on the OPCUA.ConnectorHost
certificate and Trust.

I‘:‘ OPC UA Configuration Manager k4
Server Endpoints  Trusted Clients  Discovery Servers  Instance Certificates
Client Name URI

¢ DPCUA, ConnectorHost urn:esisoft.com:Host.Opdla

Trust

Note: OPC UA servers from various vendors have different ways to trust Pl Connector’s
certificate. You must consult the OPC UA server manual.

21. Back in Pl Data Collection Manager, click again Discover Data Source Content. The
error is now gone and Select Data button is enabled. Click on it.

This opens data selection window. There it is possible to select data manually from address
space tree (the selection is limited by Root Node ID specification in Pl Connector Data
Source configuration) or build queries for selection.

22. To select all our Site Pumps there are two options:

a. Build a query using New Selection Query button. For example, like this:

Selection Rules

Select ¥ || Properties '| Where A

Parent '| | Name '| | Starts With ¥ | | Pump

-!- Add Another Condition

b. Manually pick objects that should be replicated to PI Server. Expand
KEPServerEx node to Simulation Examples — Site Pumps and check Pumpl
to Pumpb.
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Selected Data Group individual selections at the same level into one query «
(=]
] & SenerSiate SERVERSTATESERVERSTATE -
[w] + [T Simulation Examples FolderType
|:| " [-_"] Functions FolderType EBADF366
(=] s [T] Site Pumps FolderType
& v ) Pumpl FolderType 628D5756
E » @ Pump2 FolderType 628D5756
™ » @ Pump3 FolderType 62805756
& v [ Pumpd FolderType.628D5756
™ » M@ Pumps FolderType.628D5756
» [ _System FolderType. 1BD53549
L] v [T) _Stafistics FolderType 63A1019C
O » [T] _System FolderType. 996F03CE -

<8 of 104 (30 Pl Tags)

23. Both options return result 38 of 104 object selected and 30 Pl Tags will be created.
Click Next to continue to Tag Name Configuration.

24. Instead of Automatic Tag Name Configuration select Custom and then Export tag
naming worksheet.

25. Open it on server with MS Excel (PISRV01 or PISRV02) and copy Automatic Name
column to Custom Name column. Using Replace function (CTRL+H) remove the
prefix “KEPServerEx.2.Simulation Examples.” from tall tags. Save the file.

26. Back in PI Data Collection Manager Import the edited worksheet.

27. Click Check Tag Names to check whether tags with same names do not already
exist in Pl Data Archive.

Destination: PI Server — /SR V01 0 Q3 Mo Fo Qo Yvewmpn -~

Site Pumps.Pump1.BearingTemp
Site Pumps. Pump1.FlowRate

Site Pumps.Pump1.QilPressure
Site Pumps. Pump1.QutpulFlowRate

Site Pumps.Pump1.PumpSpeed

00000

Site Pumps.Pump1.Status

28. Click Next to go to Summary page. There are two options how future changes can be

handled:
(@ osi-o.
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38 of 104 (30 PI Tags)
Future changes to the data source structure are automatically detected.
How do you want to handle these changes?

O] Notify me so | can specify what content to include and exclude,
_) Use these selections as rules to automatically update destinations.

Cancel Back Save

Notify me so | can specify what content to include and exclude: If this option is selected,

when new assets are discovered, the notification countm in the upper-right area of the
screen updates. From any page in Pl Data Collection Manager, click the notification count to
view notifications and then click the notification to go to the data selection screen, where you
can update your data selection queries as needed.

Use these selections as rules to automatically update destinations: As with previous
option, when the data source structure changes, the existing data selection query runs, and
any new elements and assets that are found withing the query are automatically added.
However, no natifications are posted, so you must manually check the structure for changes.

29. Keep the selection to be notified and click Save.

P1 Connector creates Pl points on Pl Data Archive and asset structure in Pl AF. All is now
green in the Pl Data Collection Manager main page.

™
© KEPServerEx ‘ @ OFCUA @ PINTO2 Relay | @ Piserver
30. Open PSE and Pumps AF database to verify the structure exists and values are
updating.
) Root
v ) Objects
) Channell
) Data Type Examples 5 Blements General ChidElements Atirbutes ports  Analyses
& Server ﬂ Site Pumps
v 2 Simulation Examples ‘ 'ijc;C DlgPSer"aEx ‘Hv’te,
_—;., Functions : - 6 Simulation Examples 24 88/ Name alVaive
v ) Site Pumps : - @ Site Pumps : T
v ) Pumpl -« (P Pumpl 2 { & BearngTemp i73
@ BearingTemp E « @ Pump2 a & FlowRate 44,243
@ FlowRate : s & Pump3
@ OilPressure ; o @ Pumpd o &7 OiPressure 465
) : L. 4 Pump5
@ OutputFlowRate | @ purpt @ Pump o &7 OutputFlovRate 173.15
@ PumpSpeed i & Pump2
3 @ Status b @ Pump3 o & PumpSpeed 864
) Pump2 & Pumps o & Status Normal
(D Pump3 - @ Pump$
L) Pump4
) Pump5
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12.6 Group Recap Question — Pl Connectors

The following questions are intended to reinforce key information
presented in this chapter or section.

Answer the following questions:

1. What other type of data can be buffered by Pl Connectors and Pl Connector Relay
internal buffer beside time-series data?

2. Can you administer multiple Pl Connectors on multiple servers from a single
computer?

3.  Why does stopping the PI Connector in Pl Data Collection Manager or in Pl
Connector Administration Ul does not also stop the Pl Connector Windows Service?

4. How does Pl Connector (2" Gen) authenticate to Pl Server?

(@ osi
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13. PI Security

Objectives

» Describe the function of the PI License in the connecting logic
+ Describe how users connect

» Describe the security implications of working on the server box
» Describe the ACL syntax and how access is granted

* Create and manage PI Identities

* Configure Pl mappings

* Configure Pl database security

* Configure PI point security

» Configure Pl security settings slider

For the Pl System to be useful people must be able to get critical data to make decisions.

In this chapter addresses the methods and best practices for allowing users proper access to
their data on PI Data Archive. Pl AF security is not covered in this chapter.

13.1 PI Data Archive and Pl AF security

A PI System has two components: Pl Data Archive and Pl AF server. Pl Data Archive as well
as Pl AF Server (starting from Pl AF server 2.7 version) cannot be directly tied to Active
Directory.

Active Directory

Pl Data Archive

In the PI Data Archive, security can be set on a Pl Database or Pl Point level. In Pl AF on
Server level, Databases, Elements, Analysis, Templates etc. using PI Identities and AF
Identities. Mappings (or if necessary, Pl Trusts on Pl Data Archive; Pl AF uses only WIS) to
grant connections access and to decide with which Pl Identity or AF Identity that connection is
associated.
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Active Directory

Pl Data Archive

Caution: Do we do not recommend using Pl Users and Pl Groups as they are less secure
than PI Identities.

Having logged into the computer via corporate windows account, the CEO is automatically
authenticated on PI Data Archive or Pl AF. To accomplish this, Pl System uses mapping of
users’ active directory group to a PI Identity or AF Identity. The identity specifies the read/write
permissions for accessing both configuration settings and data on Pl Data Archive and on PI
AF.

13.2 The PI License Subsystem

The PI License subsystem has the capability to determine what applications are allowed.
However, as of the current version the only elements that are metered is the point count,
collective members and percentage match to the machine configuration from the MSF file which
should have not drop down below 50% match.

Applications may generate messages such as:

@ pinetmgr 20-0ct-05 11:34:07
>> License Warning (non-fatal): [-12221] Not licensed to use this client
application. Level: 3 Process name: PointBuilder.exe(5676) ID: 51

You do not need to respond in any way — these are informational.

You can use the Operation — Licensing plug-in in Pl SMT to view your
IQ license statistics.

Even though it is not used, a connection will always check with the PI License Subsystem
while connecting.

(@ os
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13.3 Connection Logic

The diagram on the following page illustrates the connection logic for users and
applications:

J e 8

Pl User Mapping to Pl Identity
q =i o
Windows Users DBSecurity Pl Point

Service Accounts

.
e
gl .2

o /1

&
we

Application

@ T You should avoid using the native Pl Users and Pl Groups in your
|p security scheme. They require explicit login with username and
password, and they are inherently insecure and should be used only in

legacy systems. Also avoid using Pl Trusts for applications.

13.4 Working on Pl Data Archive

A default loopback PI Trust (!Proxy_127!) exists on the Pl Data Archive that grants piadmin
access to all applications running locally on the PI Data Archive machine.

By default, no login is required to use the command prompt utilities on the Pl Data Archive
(piconfig, piartool, pidiag, etc.). You can force a login by modifying the CheckUtilitylogin tuning
parameter on the Pl Data Archive (Operation — Tuning Parameters — Security tab in PI
SMT).

Each connecting user or application is associated with a Pl Identity and that Pl Identity has
permissions explicitly granted by an ACL.
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13.4.1 Granting Access —the ACL

An Access Control List (ACL) string defines the access permissions for that entry.
Choices are “read” and/or “write.”
The syntax is:

| Identity1:A(r,w) | Identity2:A(r)

Where Identityl can read and write and Identity2 can only read.

13.4.2 Granting Access - Application

You will apply the ACL in general in two places: Database Security or Pl Point attributes.

In the Database Security table, you grant access to data structures on a global level. You can
also apply access permissions on a point-by-point basis.

13.5 The Database Security Table

In other applications, such as Microsoft SQL Server, each object has their own security control
settings. There is the same concept in Pl Data Archive, and all the database tables are collected
in one place. These are shown in the Security — Database Security plugin in Pl SMT.

Note: You must have WRITE access to the PIPOINT database to create new points. You do
not need this privilege to edit the configuration or data of the points once created. That access
is controlled on PI point security level (point security and data security attributes).

The table below lists the common database tables used for user access:

Database Controls...
PIDS Access to Digital States and Digital Sets.
PIModules Access to the Modules. This is an important option as some programs

(such as PIICU) and users may require Pl Module Database access.

PIPOINT Top-level access to Points, Points Classes and Attribute Sets. Editing
existing Pl points can be provided through the PI point security
configuration on a point-by-point basis.

(] For more information, see Pl Data Archive Security Configuration Guide.
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13.6 Group Discussion — Default Security

How secure do you want to be?

Activity Objectives
e Determine how security is applied

Approach

Open PI SMT. Examine the Security — Database Security table. Also, examine the security
settings for the point SINUSOID in Point Builder.

Use these resources to answer the following questions:

1. What are the default security permissions for the objects in the DB Security table (hint
— there are two)?

2. Why would no read access be provided for Pl World identity for some of the tables?

3. What is the default security setting for the PIModules database table?

4. What scenarios can you think of that would require different settings for PI Point
security?

5. One table allows PIWorld write access. Which one is it, and why would it be
configured that way?
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13.7 Managing PI Identities and Mappings

The Security — Identities, Users, & Groups plug-in in PI SMT allow you to create and
manage PI Identities, Pl Users and Pl Groups. Several entries are created by default during
installation. When configured, you can use the security entries to specify security settings
throughout the PI Data Archive, including PI databases security and Pl point security.

a- B EaE e
Plidertities P| Users Pl Groups
Idartity Server Description
ﬁ' PlWard PISAVDT  Built4n identity to represent world security access
ﬁ. PlSupervisors PISAVDT Ay individua with supervisony duties
ﬁ'_ Pl0perators PISARVDT Ay individual with oparational duties
ﬁ_ F|Erginesars FISRVDT Ay individual with enginesnng duties
@ T Ideally, you will have one PI Identity for each Active Directory Group of
|p users, you will use to access the Pl System. And PI Identity for service

account of applications requiring same level of access.

13.7.1 About PIWorld Identity

The PIWorld identity represents the Everyone concept of Windows; it specifies the rights of
non-explicit users or groups. All authenticated Pl Server users automatically get the access
permissions defined for PIWorld (in addition to any other access permissions they have been
granted).

By default, PIWorld is granted read access to most Pl Server databases and objects. You can
change the access permissions granted PIWorld, but you cannot delete this identity. The
PIWorld identity cannot be used in a mapping or a PI Trust.

You can disable PIWorld. If you do that, then users no longer get PIWorld access along with
their explicitly granted access permissions. This is a recommended action for fresh
installations of PI System. This can be risky for Pl System upgrades. You might be relying on
PIWorld access in several places without knowing it.

13.7.2 piadmin vs. piadmins

Pl User piadmin is a “GOD” local user that have unrestricted access to whole Pl Data Archive,
no matter is it is defined in database or Pl point ACL. Avoid mapping piadmin to Windows user
or service account.

Pl Group piadmins is treated as any other PI Identity. If it is removed from Pl points or
database ACL, it loses access. Pl Data Archive administrators should be mapped to it.
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13.8 Exercise — Tightening the Pl Data Archive Security

This activity is designed to maximize learning in a specific topic area
Your instructor will have instructions and will coach you if you neec
assistance during the activity.

Exercise Objectives

+ Set Database Security that all applications are accessing Pl Data Archive using
Windows Integrated Security

* Assign minimum permissions

» Edit Pl Points ACL’s in Point Security and Data Security attributes using Pl Builder

» Disable PI Trusts using PI Security Slider

« Disable PIWorld access

Problem Description

Security was configured during different Pl System applications installations. But some PI
Identities do not have the least possible privileges, they are connecting via Pl Trust or PIWorld
identity is utilized. Your assignment is to tight the PI Data Archive security so no Pl Trusts are
used for connection and PIWorld for authentication and therefore they can be disabled. And
service accounts have only the minimum privileges assigned necessary for their functionality.

Approach

1. Examine Network Manager Statistics plug-in in Pl SMT if there is any connection using
Pl Trust. There should be PIAnalysisProcessor.exe application connection under
piadmin using local 'Proxy_127! PI trust.

2. Create a new PI Identity Pl Analysis and map it to PISCHOOL\SVC-PIANALYT$ gMSA
used for Pl Analysis Service.

3. Assign this PI Identity to PIDS and PIPOINT databases ACL with Read permissions.

No need to assign it to any existing Pl Points. Pl Analysis Service needs be assigned only
in Pl Points it writes calculations results into.

4. Restart Pl Analysis Service in Services Manager and check Network Manager
Statistics again. It is now connected using WIS under PI Analysis identity and there is
no PI Trust utilized.

Now it is possible to disabled usage of PI Trusts using the “Security Slider” in Security —
Security Settings. In a good security environment, you will set the slider to a minimum of
explicit logins disabled, which is also a default setting after Pl Data Archive installation. This
should not affect you at all if you avoid using Pl Users and PI Groups.

5. Move the security slider to the top position and hit Save. As informed, you need to
restart Pl Base Subsystem to apply the change.
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H 2 e 2 @
Server - PISRVD Server - FISRVDT
l 4 Disable AP trusts ﬁ B () Disable AP trusts
— 7 Disable SDK trusts — g Disable SOK trusts
& » J Disable explicit login & j Disable explicit login
4 Disable explicit login for piadmin .4 Disable explicit login for piadmin
.4 Disatle blank passwords . Disable blank passwords

Now when PI Trusts are disabled, let's focus on the permissions for different applications.
PI1 Vision, Pl Connector Relay and Pl Data Collection Manager and Pl Analysis identities
have all assigned proper permissions on Database Security level. Pl Buffer and PI
Interfaces identities are only defined in PIPOINT database ACL with Read and Write
permissions. This is not necessary as neither Pl Buffer Subsystem nor PI Interface create
Pl points.

6. Remove the Write access for Pl Buffer and Pl Interfaces identity from PIPOINT
database.

For the PI point level security, the settings depend if Pl Interface is also using output points
and if PI Buffer Subsystem is in place (as it should be at every data collection node) as it is
shown in the table below:

Pl Identity Point Security Data Security
PI Buffer read read, write
Pl Interfaces no output points read -none-
with output points read read
no buffering read read, write

There is no Pl interface on Pl Data Archive and it does not utilize output points, so for Pl
Interfaces identity the minimum privileges are Read access to point security and no access
at all needed for data security as Pl Buffering is writing values to Pl points.

Also, PI points for OPC DA, Random Simulator Data and RampSoak Simulator Data
interfaces were created before PI Vision was installed and Pl Vision identity was created,
yet in PI Vision it is possible to search for those points and display their data.

Why?

Use PI Builder MS Excel add-in to modify the Pl points security attributes.

7. In Pl Builder load all PI points, but in column headers selection, select only
—-pASecurity
[Adatasecurity

datasecurity and ptsecurity attributes. EAptsecurity
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There are 3 groups of PI points with different ACL’s. 3 internal points which should not be
modified, PI points created by Pl Connector Relay and then PI points for Random,
RampSoak and OPC DA interfaces.

8. Use Filter from MS Excel Data tab = to select the ACL group of default PI points
(Random and RampSoak interfaces) and Pumps points for Pl Interface for OPC DA.
The combination is the same for point and data security attributes:

piadmin: A(r,w) | piadmins: A(r,w) | Pl Interfaces: A(r,w) | Pl Buffer: A(r,w) | PIWorld: A(r)
9. Modify the security of the tag in the first row:
Data Security:
piadmin: A(r,w) | piadmins: A(r,w) | PI Buffer: A(r,w) | Pl Vision: A(r) | Pl Analysis: A(r)
Point Security:

piadmin: A(r,w) | piadmins: A(r,w) | Pl Interfaces: A(r) | PI Buffer: A(r) | Pl Vision: A(r) |
PI Analysis: A(r)

10. Apply the new security settings to the rest of the filtered rows and Publish the changes
in Edit Only mode.

Not really necessary to edit the security of Pl points created by PI Connector Relay as PI
Vision identity is already included. You may remove the PIWorld, PI Buffer and PI
Interfaces identities from data and point security as they do not access these points.

Now it is possible to disable the PIWorld identity.
11. Open PIWorld identity properties and check Identity is disabled.

In Network Manager Statistics the PIWorld identity is still present assigned identities for
connected applications and we need to remove it.

Pl Analysis | PlWodd PISCHOOL\SVC-PIANALYTS Pl Anialysis PISCHOOL\SVC-PIAMALYTS
Pl Buffer | FlWord PISCHOOL\SVC-FIBUFFERS Fl Buffer FISCHOOL\SVC-FIBUFFERS
Pl Connector Relay | PIWorld ~ PISCHOOL\SVC-PIRELAYS Pl Connector Relay PISCHOOL\SVC-FIRELAYS

Pl Interfaces | PIWodd PISCHOOL\SVC-FIINTS ¢ Pl Interfaces PISCHOOL\SVC-PIINTS

Pl Irterfaces | PWedd PISCHOOL\SVC-PIINTS Fl interfaces PISCHOOL\SVC-PIINTS

Pl Interfaces | FlWodd PISCHOOL\SVC-FIINTS Pl interfaces PISCHOOL\SVC-PIINTS

Pl Vision | FIWodd PISCHOOL\SVC-FIWEES Pl Vison PISCHOOL\SVC-PIWEES

To force applications to reconnect, Pl Data Archive can be put into standalone mode which
closes all connections beside Pl Data Archive subsystems.

12. Open CMD, navigate to %PISERVER%\adm and use command piartool -sys -
standalone on and then piartool -sys -standalone off.
D:\Program Files\PI\adm>piartool -sys -standalone on

Stand alone mode completed: [@] Success
Current mode: StandAlone

D:\Program Files\PI\adm>piartool -sys -standalone off
Stand alone mode completed: [@] Success
Current mode: Normal

After a short moment the applications reconnect without PIWorld permissions.

13. Use Data — Current Values plug-in to verify values are updating after reconnection
and you can search and visualize default and Pumps points in PI Vision.
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13.9 Exercise — Set Different User Access to Pl Points

This activity is designed to maximize learning in a specific topic area
Your instructor will have instructions and will coach you if you neec
assistance during the activity.

Problem Description

You have many users requiring access to your Pl System, but they all have different tasks to
do that require different levels of access to the points. Therefore, you want to grant access to
the Pl Data Archive and its resources-based user roles.

Pl Identity Domain Group User Display | User Logon | Password
Name Name
PIEngineers PISCHOOL\PIENngineers Eric Engineer | eengineer eengineer

PlOperators PISCHOOL\PIOperators Olga Operator | ooperator ooperator

PlISupervisors | PISCHOOL\PISupervisors | Sue Supervisor| ssupervisor | ssupervisor

X RPN EE O

Mappings  Trusts

Mapping Server Pl |dertity Enabled
_F:-_ FISCHOOL\PIEnginesrs PISRVIN  PlEngneers True
_?.f_ PISCHOOL \pioperators PISRVD1 PlQperstors True
_-5.1 PISCHOOLWF| Supervisors FPISRVD1 PlSupervisors Trues

You need to create a security structure that enforces the following business rules:

e The point BA:LEVEL.1 is a sensitive financial calculation and its data should only
be visible to the plant Supervisors (Pl Supervisors ldentity).

e The BA:CONC.1 point needs to be able to be written to by your Operators (Pl
Operators Identity). It can be read by anyone.

e Your engineers (Pl Engineers) need to be able to edit the attributes of all of the
BA:* points (BA:ACTIVE.1l, BA:CONC.1, BA:LEVEL.1, BA.PHASE.1,
BA:TEMP.1).

e The point BA:ACTIVE.1 should only be visible for plant Engineers group. No one
else should not be able to find the point.
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Approach

Map the Domain Groups to the PI Identities according the table in Problem Description section.

Add PIEngineers, PlOperators and PISupervisors identities to the PIPOINT database ACL with
Read access.

Why it is necessary?

Use the following table to write down the security settings for each “BA.:” point:

PIEngineers PlOperators PISupervisors

Pl point Point sec. | Data sec. | Pointsec. | Data sec. | Point sec. | Data sec.

BA:ACTIVE.1

BA:CONC.1

BA:LEVEL.1

BA:PHASE.1

BA:TEMP.1

Modify the points using Point Builder in Pl SMT.

Test your security rules. Here are some suggestions (you may need to log off and on between
tests, as different users or use Right Click, ‘Run as Different User’ on Pl SMT):

1. Log on as someone not in the Supervisors group and try to search for the point
BA:LEVEL.1. What result do you get?

2. Log on as someone not in the Engineers group and try to edit a point. What result do
you get?

3. Test the operator access to BA.CONC.1 with Pl SMT Data — Archive Editor. Can she
add or change data in any other point?

4. Log on as someone not in the Engineers group and search for point BA:ACTIVE.1.
Can you find it?
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14. Adding Power to the Pl System Environment

Objectives
¢ Reiterate the components of a small Pl system

o Provide further information on the more complex Pl systems

14.1 A Simple Pl System

As we have seen, the simplest possible Pl System consists of just tree computers:
e A single computer for the Pl AF and Pl Data Archive with MS SQL Server

e A single computer running the PI Interface / PI Connector (1% Gen) or PI Connector
(2" Gen) with PI Connector Relay to collect the real time data.

e A single computer with 1IS Web Server role for PI Vision. (In case of small systems PI
Vision can be installed together with Pl Server and MS SQL Server)

Client PC

Data Source Pl Server (Pl AF + Pl Data Archive)
Pl Interface MS SQL Server

PI Connector (1 Gen)

PI Connector (2™ Gen) with
Pl Connector Relay

Pl Vision

Above, the PI Interface / PI Connector (1% Gen) / Pl Connector (2"¢ Gen) with PI Connector
Relay are running as a service on the same computer as the source of the data. As the data
is collected, it is transferred in a timely manner to the PI Server. The users then request data
from the Pl AF and/or Pl Data Archive Server as required. Tools such as Pl ProcessBook or
PI Vision will sign up for updates, so that any new data arriving at the Pl Data Archive server
is displayed on the client as it is received. There is no need for manual refreshing of the
displays.
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14.2 Expand Pl System Components as Needed

As the needs of the PI environment grow, multiple components are added to expand the
capabilities of the systems. If the Pl AF server becomes a bottleneck for the system because
of its extensive size, the Pl AF server may be moved to a separate server and MS SQL Server
also split from Pl AF. When sophisticated calculations are applied, the Pl Analysis Service can
also be moved to a separate server not to compete with resources on Pl AF Server. This may
result in a Pl system configuration as shown below. The arrows indicate the direction of data
flow.

MS SQL Server

Pl Vision

l

Pl Analysis Service
(Asset Analytics)

Pl Interfaces & PI
Connectors

<Stm

Data Source Pl Data Archive Client PC
Pl Interface

Pl Connector (1% Gen)

Pl Connector (2™ Gen) with

Pl Connector Relay

14.3 When You Need to Bet Your Business on Pl System

There may come atime when the PI System environment is vital to the running of the company.
At such a time, it may be necessary to evaluate a Highly Available (HA) Pl System. The PI
System includes features that facilitate making data highly available. These include the ability
to conduct online backups, the distributed nature of data collection within the Pl System, and
the availability of fault-tolerant third-party solutions that provide redundant hardware solutions.
The PI System environment has been designed to provide fault tolerance via server replication
and PI Interface / Pl Connector (1% Gen) failover.

(‘ (01 Page 179




Pl System Architecture, Planning and Implementation Course

14.3.1 Pl Data Archive Server Replication

The PI High Availability (HA) design provides for multiple Pl Data Archives, each acting as an
independent storage for the time series data. These Pl Data Archives function as a unit called
a collective. A PI Collective has two types of servers:

e Primary - the main server in a collective where configuration changes are made
e Secondary - the remaining servers in a collective

These servers automatically adopt configuration changes made on the primary but
receive data from the data source individually via a technique called N-way buffering,
explained later.

14.3.2 Pl AF High Availability Options

There are several high availability (HA) options for PI AF, both for the Microsoft SQL Server
that hosts the Pl AF database (PIFD) and for the Pl AF application server itself.

MS SQL Server options:
e AlwaysOn Availability Group (preferred option)
e Clustered
e Mirrored

e Transactional Replication (with AF Collective)

PI AF application server options:
e Clustered
e Load Balancing (preferred option)
o AF Collective

The preferred and recommended option currently is to use the Network Load Balancer over
set of Pl AF servers. Those Pl AF servers have redundant SQL back-end that is using of the
options (preferred AlwaysOn Availability Group, Clustered SQL server or Mirrored SQL
servers).
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Load Balanced PI AF servers with MS SQL Server AlwaysOn Availability Group

Pl System Explorer @ Pl System Explorer

\ ]
( AF SDK Library ) SQL Server
Edition:
Express
%] Standard
TCP/IP Network Load
Balancer M Enterprise
( PI AF server ) i Pl AF server )
o [ALF]
8‘. ™
\_ J \. _J
s D
4 N
Windows Server Failover Clustering (WSFC) Cluster ﬁ
WSFC Resource Group for ‘MyAg’ Availability Group gﬂdﬂtgewer

Node 01 Node 02 Node 03 Node 04 Node 05 )
f g
SQL Server SQL Server SQL Server SQL Server SQL Server
Instance Instance Instance Instance Instance

‘MyAg’ Availability Group

Primary Secondary Secondary Secondary
Replica Replica Replica Replica

Secondary
Replica

@

& )

For the overview of Always On Availability Groups for MS SQL Server, see the article
https://msdn.microsoft.com/en-us/library/ff877884
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Load Balanced PI AF servers with MS SQL Server cluster

Pl System Explorer

Pl System Explorer

( AF SDK Library )

(

TCP!/IP Network Load
Balancer

)

SQL Server
Edition:

Express

M Standard
M Enterprise

‘/\.

Pl AF server

7

Pl AF server

)

Clustered SQL Servers

Page 182

(@ osi-.:



Adding Power to the Pl System Environment

Load Balanced PI AF server with mirrored MS SQL Servers.

Pl System Explorer Q Pl System Explorer

L D
( AF SDK Library ) SQL Server
Edition:
Express
M Standard
TCP/IP Network Load
Balancer M Enterprise
i Pl AF server k [ Pl AF server )

Mirrored SQL Servers

Witness

Note: PI AF Collective Warning!

Pl AF Collective is not a recommended solution now as applications that require writes to the
AF Configuration database (Pl Asset Analytics and PI Notifications), or applications that write
Event Frames will NOT work when the PI AF Collective primary server is unavailable, as
secondary AF Collective members are Read-Only.

For additional details see High Availability options for Pl AF knowledge article.
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14.3.3 Pl Interface & Pl Connector Buffering and Failover

The PI Interface buffering service writes time-series data directly to all members of the
collective, buffering data temporarily for those unable to receive data for a period. This
mechanism assures that time-series data stored in each current archive is an exact duplicate
of the other current archives in the collective.

The PI Connector and Pl Connector Relay buffering is internal and installed with it. No
configuration is necessary. Many Pl Interfaces and several Pl Connectors (1% Gen) incorporate
failover mechanisms that allow for redundant data collectors. If one copy of the PI Interface or
PI Connector (1% Gen) shuts down, then another will take over the data collection.

Pl Connectors (2" Gen) and PI Connector Relay do not support failover.

14.3.4 Pl Visualization Suite

Pl Visualization Suite (PI Vision, Pl ProcessBook, PI DataLink) can automatically switch from
the PI Data Archive server to any of the replicated servers in the event connection to current
member is unavailable; guaranteeing that all clients always have read-access to Pl System
data.

14.3.5 Connecting multiple PI Servers

It is possible to combine data from widely distributed Pl System sites to a corporate Pl System.
This allows corporate access to designated data on the distributed site Pl Collectives without
interfering with the site servers.

Many companies do not have only one Pl Server, especially global companies. One potential
architecture creates a Pl Server for each site and a central Pl Server that collects aggregated
data from each site. Either each site can have its own Pl AF server or use centralized Pl AF
that serves multiple Pl Data Archives.

Pl-to-PIl
Pl System Interface
Connector
o ™\
Company HQ
Pl-to-PI
Interface
\.
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The PI-to-PI Interface allows the aggregation of this data by copying data from one Pl Data
Archive and making it available on another server. When a corporate Pl Data Archive is
connected via the PI-to-PI Interface to remote site Pl Data Archives, then required site data
(such as KPIs) can be presented (with history) at the corporate level. Dissemination of selected
data from the remote sites via the corporate Pl System to corporate users becomes possible.

The Pl System Connector has similar functionality, but more advanced.

e It reads the PI AF structure from a source Pl AF server and sends the objects to a
destination PI AF server.

e All PI points referenced within the Pl AF object structure and their data are also
collected from the source Pl Data Archive and sent to the destination Pl Data Archive.

e The PI System Connector continually monitors changes on the source Pl AF database
objects and reflects those changes to the destination Pl AF database.

e The PI Point data is initially backfilled to the destination and then monitored for current
data changes.

14.3.6 Pl Cloud Connect

Pl Cloud Connect allows the quick, easy and secure exchange Pl System data between
companies. Instead of providing a spreadsheet or a VPN connection for every vendor or
business partner that you work with, a connection via Pl Cloud Connect is available to publish
Pl System data. To select the data you want to share, and just who you want to share it with.
Your suppliers can then make a connection to Pl Cloud Connect and subscribe to the data
feed that you control.

Some vendors may already have a Pl System today. If you want to exchange data with a
vendor who does not currently have a Pl System, OSlsoft has a way to deliver on-prem (on-
premises) software based on subscription licensing and pricing.

PI Cloud Connect for Asset Owner

Chemical Supplier

Pl Cloud i .
Mining Equipment
\\\\\\\\\\\\ Connect Service Provider
. Copper Tubing
Manufacturer

@ 0 0 O

@ Existing Pi system O Mew PI System
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14.3.7 Pl System Access

The PI System Access family of products is designed to support the implementation of custom
applications on top of the PI System. Pl System Access supports the integration of Pl System
data with other applications and business systems such as Microsoft Office or SQL Server,
Enterprise Resource Planning systems (ERPS), reporting and analytics platforms, web portals,

geospatial and maintenance systems, just to name a few.

The Pl System Access suite covers a wide range of use cases in various environments,

programming languages, operating systems and infrastructures.

Pl SQL The products in this category expose the Pl System as a relational

Framework |database and are particularly useful where the Pl System has a role to
play in Reporting or Business Intelligence (BI) scenarios, where it must
interact with other products or systems that communicate using the
Structured Query Language (SQL) as well as in custom application
development.

PI OLEDB |[The PI OLEDB data provider, together with the Pl Server's underlying Pl

Provider SQL subsystem, implements SQL language to allow relational queries to
the PI Data Archive.

PI OLEDB [Pl OLEDB Enterprise is an OLE DB data provider you can use to access

Enterprise  |asset metadata stored in the Pl Asset Framework (Pl AF). It includes PI
OLEDB Provider.

P1JDBC P1 JDBC Driver is a Java Database Connectivity driver that provides

Driver robust data access to the Pl System. Pl JDBC Driver offers much of the
same functionality as the PI OLEDB Provider.

P1 ODBC The Pl ODBC Client: used to bring process data into any ODBC-compliant

Client client application.

RTQP New SQL access to Pl AF. There is a whole new more powerful data

Engine model of Pl AF than for Pl OLEDB Enterprise. Part of Pl Server install kit.
Must be installed locally with Pl AF server. Currently does not include
direct access to Pl Data Archive.

Pl SQL Contains OLEDB, ODBC and JDBC Drivers to access Pl AF using RTQP

Client Engine

Pl Web API |The Pl Web API provides a resource oriented and HTTP(S) based
interaction model to data contained within the Pl System. The Pl Web API
provides a resource oriented and HTTP(S) based interaction model to
data contained within the Pl System. Although the technologies within the
Pl Web API are suitable for a broad range of needs, they are primarily
targeted at supporting web and mobile application development scenarios.

AF SDK Provides programmatic access to Pl Server data (Pl Data Archive and PI
AF). Pl AF Code examples and programming references for the AF SDK
are available (once installed). AF SDK is available at the developers’ site
at https://pisquare.osisoft.com/community/developers-club
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High Availability

15. High Availability

Objectives:

Describe the components of High Availability
Create a High Availability Pl Collective
Implement PI Interface Failover

List the limitations of Pl High Availability

15.1 Components of Pl High Availability

High Availability requires three (3) components all working together to function properly.
These components are:

* Pl Interface / PI Connector (1% Gen) failover and/or N-Way buffering;
* Pl Data Archive servers collective;
* PI Client application failover.

Pl Interface / Pl Data
PI Connector (1*' Gen) I Archive

Data
Source

End
User

B )
I | Buffer

PI Interface /
Pl Connector (1°' Gen)

Pl Data

I
I Archive
e o -
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15.2 PI Data Archive Replication

PI Data Archives replicate by initially cloning the primary source server. All server metadata is
replicated.

Tuning parameters are replicated when the PI Collective is created, but then they are
independent, because configurations may vary by server machine and thus it should be
possible to modify them on each secondary member(s) too. However, they are not replicated
when the collective is reinitialized. Message logs are not replicated because the messages are
inherent to the specific machine.

PI HA has separate paths for the same time series data for true replication. This is
accomplished by replicating the data as it is collected and distributing the data to each server
in the PI Collective. Data replication is achieved in the buffering mechanism.

A replication service keeps static, configuration data (point definitions, digital state sets, and so
on.) synchronized between the primary and the clones (referred to as secondary nodes).

15.3 Constraints

The PI HA mechanism was designed to function in a situation where the servers and interfaces
are all contained within the same domain, and that the domain has a coherent structure. By
coherent structure, we are implying a functioning domain controller with reliable DNS
resolution.

In addition, to have proper initialization of the secondary nodes, there needs to be Windows file
copy access between the servers. Open the related TCP ports. Consult Appendix A to get more
details.

At the buffering level, data is replicated. Any data sent to the Pl Data Archive from a source
other than a buffer mechanism is not replicated, only written to a single server. The same
situation arises with applications designed to read and write to a single server. Currently these
include:

Performance Equations,

Totalizer points,

PI Batch Generator,

Any custom manual data entry applications that do not use the Pl SDK or AF SDK.

PI SDK and AF SDK applications can take advantage of PI SDK or AF SDK buffering.

15.4 HA Pre-Installation Checks

15.4.1 License

A license file will be required. The license file will have to acknowledge at least one
secondary server. The license must be obtained against the Primary PI Data Archive.

Make sure the license supports PI Collectives. Validate this be checking the license information
in PI SMT under Operation — Licensing. Select Resources from the dropdown and expand
pilicmgr.MaxSecondaryNodeCount The Amount Left should be greater than “0”.
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i Licensing - Pl System Management Tools (Administrator)

File View Tools Help

Servers 5 @ - Pl@
S Pl v & risrvor
Servers o General
FISRVIN 5l Usage
] 1D History
5l Programs
v [5] Resources
o piarchss MaxHistory
& pibasess MaxAggregatePoint ModuleCourt
—:.J pibasess MaxcModuleCount
System Management Tools _=|J pibasess MacMonCCPairtCount
Seara el ..I albasaes MayPalmtCa
Mams v [l pilicmor MaxSecondaryNodeCount
Batch ol Total: 59
Data ol Amount Used: 0
Irtedaces = Amourt Left: 93
IT Foints gl Level: Grace
w Operation gl End Time: Never
AF Link gl pinetmgr MaxAP IConnections
Archives al pinetmgr MaxS 0D KConnections
Backups
Licensing
Message Logs
Medule Database

When the PI Collective is formed the license of primary Pl Data Archive is copied to all
secondary members. Functionality of secondary member of PI Collective is restricted
therefore there is no check against machine signature stored in the license.

If PI Data Archive is licensed for PI Collective, the production license already goes bundled
with temporary license which is used for soon to be secondary PI Data Archive installation.

If the upgrade to High Availability is done after some time when there is a single Pl Data
Archive in production, the license needs to be updated to allow Pl Collective creation.

15.4.2 Pl Data Archive version

OSlsoft strongly recommends that all members of Pl Collective are all the same version of Pl
Data Archive. Different version may result into unexpected errors and behavior.

Short time version difference for example, during upgrade procedure should not be an issue.

15.5 PI Collective Manager

Use the PI Collective Manager to create new PI collectives, configure existing collectives
and their servers, and view the status of Pl Collectives.

An icon in the diagram represents each server in the collective. A green check mark on the icon
indicates that the server is communicating properly. A red X indicates that the server is
unavailable. A yellow warning icon indicates that the server is available but has errors. Status
and Connection Status show the associated errors.
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#% PI Collective Manager (Administrator) — (u] X

File Edit Help

Colectives

| cotective Name: [PISRVDT Collectve ID
+% PISRVO1 \ Desciption éPIVSCHOOL'Coliécrzlrve' 1 ’d7386032423-48ce88ul1935390
Last Configuration | A
Change Time: | 03-Feb-2020 16:15:52 [Good
P 8[| R

Ko

PISRVO1  PISRVDZ

®3.1A
B4
LastSyncTime 03-Feb-2020 17:01-10 7
l

35t S

Stand Alone Mode
v Plinfo

Unavailable reason
Current status of the connection

15.6 Group Exercise - HA Step 1. Form the PI Collective

This activity is designed to maximize learning in a specific topic area.
Your instructor will have instructions and will coach you if you need
assistance during the activity.

Exercise Objectives

Learn how to create a collective using the PI Collective Manager

Exercise Description

You need to form a collective by combining two existing Pl Data Archives.

Approach
1. PI Data Archive of the same version as on PISRVO0L1 is pre-installed on PISRVO02.

2. Add the future secondary member in the primary server’'s Pl Connection Manager in
PI SDK Utility on PISRVO01 and verify connection.

@ Pl SDK Uti Iity (Administrator]

File Buffering Tools Connections

(@ P1SDK # PISRVD1
@ About PISDK # PISRVO?
W Connections

3. Open PI Collective Manager from PI System folder in Start Menu.

(@ osi-.:
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Select File — Create New Collective which opens a collective creation wizard.

Agree with verification of valid backup and PI Interface machines configuration. Click
Next.

6. Select that primary member is An existing server that contains data, because there
are already applications connecting to Pl Data Archive like PI Interfaces, PI
Connectors, PI Buffer and PI Clients. A newly installed server should be selected only
with fresh installation as this option creates a new Pl Data Archive GUID will affect
already configured PI Interfaces, PI Clients etc. Click Next.

7. On the next page select PISRVO1l to be the Collective Primary. You may add
description. Click Next.

Collective Primary; FISRVD1 v

Primary Description 'F‘rrnary server

Collective Name:  |PISRVO1

Collective Description: |PISCHOOL Colective

Select PISRVO02 from drop-down list as secondary server and click Add, then Next.

Keep all archives selected in the list that will be copied to secondary server and click
Next.

10. PI Collective Manager will create temporary backup that will be copied and restored on
PISRVO02. You may select the location and if you want the backup to be deleted after
copying. Keep the defaults and click Next.

The conversion of your prmary and secondary servers into a
collective requires that a temporary backup of the primary be taken
and copied to your secondary senvers. Specify the drectory on the
primary server whene the backup should write its files to.

Backup Location:

D:\Program Fles'\Pl\Backup 20200203

Space Avaiable: 13.17GB | Fiefresh |
Space Required: |257.06 MB

Delete temporary backup after copy to secondary

11. On the next page you can click on Review all settings where it is possible to change
descriptions or name the PI Collective. Click Next.

This starts Pl Collective creation procedure. Pl Collective Manager will:
I.  Code the collective creation.
II.  Backup the primary server.

lll.  Shutdown the secondary server.
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IV. Replicate to the secondary server form primary server backup.
V. Restart the secondary server.

PI1 Collective creation may take some time depending on how many archives were selected
to copy, the size of the archives, and the network bandwidth.

12. When collective is successfully created click Finish.

When this process is complete, you should see two Pl Data Archives with green check
icons:

#% Pl Collective Manager (Administrator) - ] ®

File Edit Help

Collectives Colltive Name: |PISRVOT | Colective ID:
L PISRVD Description PISCHOOL Coloctive | |d473960324294Bce-88aa419a53ee
Last Corfiguration . e
Change Time:  |03Feb-2020161552 | [Good
[ I
PISRVD1 PISRVO2
B
v  Connection Status A
0] Sucoess
Sync Status [0] Success
JHTIC Fail Reasor
s Available Avaiable
5C oPrimary M/A
Y Touc v
CommStatus

On secondary servers- status of the last communication with the primary server . (0 good)

If you do not see these icons, try to Reinitialize the Collective.

You should use the Pl Connection Manager to verify that you have a Collective and not two
individual PI Data Archives. Notice the change of the iconto "*. Test switching the connection.

@ pIsSDK Utility (Administrator) - [m} x
File Buffering Tools Connections Help
(@ PISDK aesam oo PISRVDT »
{@ About PISDK Connect
¥ Connections Connect as. |-l“
: pidema
& Snapshot Tool Disconnect
54 Tools 10 Seconds
El] Message Log Switch Member 2 | PISRVO1 Seconds
J Support Data Member Setup... [W|
& Error Lookup Dl?
@ Tracing Setup Refresh F5 PI3 protocol 5.5
o KST Cleanup Add Server... Ine d73860324 25 -48ce-882a 415253 .
e PISCHOOL Collective
emove selected Server  Del
N | Lol PISCHOOL \student(1 as pizdmins

(@ osi-.:
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15.7 Group Exercise - HA Step 2: Testing N-Way Buffering

This activity is designed to maximize learning in a specific topic area.
Your instructor will have instructions and will coach you if you need
assistance during the activity.

Exercise Objectives
Learn how to test N-Way buffering.

Exercise Description

Look at the pump point data on the secondary server coming from PI Interface for
OPC DA Is it being updated? Why?

Look at the pump point on the secondary server coming from PI Connector for
OPC UA through PI Connector Relay. Is it updating?

Approach

1. Ifthe connector’s points are not updating on secondary server, open Pl Data Collection
Manager and click on destination PI Server. In Configuration tab should be expanding
field More = which shows Manage Collective Members section:

Manage Collective Members

Collective Members
PISRVO1
FISRVO2

:B' Add Member %:u Remove Member
2. If the More = putton is not there. Try following:
3. Restart PI Connector Relay. Click on the Relay. In Configuration tab click on :l next
to Edit Settings button. Stop the Relay and then Start it. Refresh the browser.

4. If this does not help, then remove the destination Pl Server in Configuration tab by

clicking on :l and Delete. Then add the destination Pl Server again. It picks up the
collective configuration and start updating values on secondary server.

5. On PIINTO1 use pibufss —cfg to verify the connections to the Pl Data Archives or use
the Buffering Manager from the PI ICU.

6. Use pibufss —ss (Compression and buffer statistics) to check the amount of data going
to the PI Data Archive servers.

7. Break the connection between the data collection node and Pl Data Archives using the
standalone mode (%PISERVER%\adm>piartool -sys -standalone on) and use
pibufss -qs to show the accumulation of data in the buffer or see the Buffering
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Manager.

8. In PI Data Collection Manager error is displayed only if the connection to primary PI

Data Archive is interrupted:

KEPServerEx ‘ OPC UA [
(] L]

& PUNTOZ2 Relay

e [

H Fi server

9. To check the buffer statistics for Pl Connector Relay, click on Relay. Go to Diagnhostics
— Buffer Statistics. Messages (same as events in Pl Buffer Subsystem statistics) are

increasing.

& PIINTO2 Relay Relay Details

Configuration Diagnostics
Message Log Buffer Statistics
Buffer Statistics
destination host status buffers BITors messages
PISRVO1 (AF Good i 0 0
PISRV02 Good 1 U 227
PISRVD1 Good i ) 23D

10. Restore the connection between data collection node and the Pl Data Archives
(%PISERVER%\adm>piartool -sys -standalone off) and verify that buffered data is
sent to the servers. Errors such are those should resolve to show a screen shot like:

Pl messages

Settings

@ Buffering Manager - O X (@ Buffering Manager
File View Help File View Help
Buffering Manager Buffering Manager
Configuration, monitoring, and troubleshooting of buffering Configuration, monitoring, and troubleshooting of buffering
Global # PISRVO1 B Global # PISRVO1 P
4 & PISRVO1 Buffering Status Plmessages 4 @ PISRVO1 Buffering Status

For details, click the server{s) with a warning icon or click the P Settings oA . -

- e T g @ pisruo
& pisrRvol @ PISRVO2 - Pl Buffer

A pisrvo:
- P 6.9 months estimated buffer capacity
P 6.9 months estimated buffer capacity

timated time ur \ta A 0 events in queue

A 1397 events in queue ‘-‘
otal queued events for all servers e
B pispyo? - g
g TTERe T P 22312823 total events sent (31 events per second
P 22304546 total events sent (29 events per second o
Physical Servers Physical Servers
Select a server below for more detailed information Select a server below for more detailed information
@ o <@
A . 0 0
PISRVOD1 PISRVO2 PISRVO1 PISRVO2
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15.8 Group Exercise - HA Step 3: Prepare the second data
collection node

This activity is designed to maximize learning in a specific topic area
Your instructor will have instructions and will coach you if you neec
assistance during the activity.

Exercise Objectives
Preparation for PI Interface failover exercise.

Problem Description

You need a second, identical PI Interface for the failover scenario. This interface connects to
the OPC server remotely which requires a DCOM configuration.

Approach

The PI Interface for OPC DA, like many applications, is a COM application. The Pl OPC
Interface communicates with the OPC Server (data source) through the COM layer. When the
applications are running on different machines, they must use DCOM - in this instance COM
over TCP/IP.

DCOM does not support gMSA in all configuration, but there is workaround again. One option
is to change the gMSA account of the interface service for a standard user account and map
this account to Pl Interfaces identity on Pl Data Archive. But we would like to keep the gMSA
to authenticate to PI Data Archive.

There is a standard PISCHOOL\PlInterface (pw: piinterface) account prepared to use it as
identity for OPC DA server instance which is necessary to configure in DCOM for remote
connection.

15.8.1 DCOM configuration on OPC server node and interface node

To configure the DCOM settings you must perform the following steps:
1. Switch off Windows Firewall completely on PIINTO1 and PIINTO2 servers.

2. On the node with OPC DA server (PIINTO1), open Local Users and Groups (type
lusrmgr.msc into Start Menu) and add PISCHOOL\SVC-PIINT$ into Distributed COM
Users group

Open Component Services console by typing dcomcnfg.exe into Start Menu.

Go to Computers — My Computer — DCOM Config and find OPC Data Access 2.05a
Sample Server. Right-click and select Properties.

At General tab set Authentication Level to Connect.

At Location tab select Run application on this computer (this option may be greyed
out, in this case leave it be)
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OPC Data Access 2.05a Sample Server Properties ? * OPC Data Access 2.05a Sample Server Properties ? X

General Location Securty Endponts Identty General Llocalion Securty Endpoints  Identity

General propesties of this DCOM application The following settings allow DCOM to locate the comact computer for this

application. if you make more than one selection, then DCOM uses the first

Appication Name.  OPC Data Access 2.05a Sample Server applicable one. Client applications may overide your selections.

Application |D: {725536FD-452C-44A1-57FE-A90AC0F 14AD5}

rog - Local Sere [ Run application on the computer where the data is located.
cation Type: cal e

Authentication Level: ICDr'ned VI | Run application on this computer

Local Path: [ Run application on the folowing computer:

Browse

7. At Security tab select Customize for Launch and Activation Permissions and Access
Permissions. Click Edit and add the Distributed COM Users local group and allow all

permissions.
Launch and Activation Permission 7 X Access Permission 7 b
Securty Securty
Group or user names: Group or user names:
82 Everyone B2 Everyone
B2 SYSTEM BLsELF
B2 Administrators (PINTOTAdministrators) SR SYSTEM

Distributed COM Users (PIINTDT\Distributed COM Users)

Distributed COM Users (PIINTOT\Distributed COM Lsers)
SR INTERACTIVE

Add. Hemaove Add... Remave
Pemissions for Distibuted COM Pemissions for Distibuted COM
Userz Alow Dery IJzers Hlow Deny
Local Launch %] O Local Access ] O
Remote Launch O Remote Access d
Local Activation %] J
Remote Activation [ O

8. At Endpoints tab add Connection-oriented TCP/IP protocol with Use Default
endpoints option.

9. At Identity tab select This user and enter PISCHOOL\PlInterface (pw: piinterface)
account.

OPC Data Access 2.052 Sample Server Properties ? X OPC Data Access 2.05a Sample Server Properties T X
General Location Securty Endpomts |dentty General Location Securty Endpoints Idenity

DCOM Protocols and endpoints: Which user account do you want to use to run this application ?

| 7 Cormection-oreried TCPAP |

(O The interactive user,

(O The launching user.

(®) This user.
User: |PISC|—DOL\PIMaﬁace el
Password: |ilt.ltlltll
Remowe Properties Cear Corfimn passwaond: |"“""“'| |

10. Apply the settings and go to the server with remote PI Interface for OPC DA (PIINT02).
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11. Open Local Users and Groups (lusrmgr.msc)

12. Add PISCHOOL\PIInterface account into Distributed COM Users group
13. Type again dcomcnfg.exe into Start Menu. Go to Computers.

14. Right-click on My Computer and select Properties.

15. At Default Properties tab verify that Enabled Distributed COM on this computer is
checked and Default Authentication Level is set to Connect and Default Impersonation
Level is set to Identify.

Distributed COM Users Properties [4 x My Computer Properties ? x
General Default Protocols COM Securty MSDTC
Ganeral Optians Diefault Properties

--%; Disrbuted COM Users | At Disibiind €01 or fhis comper

] Enable COM Intemet Services on this computer

Description Mambers are allowed to launch, activate and use |

Digtributed COM objects on this machine, Defsult Distributed COM Communication Properties

The Authentication Level specifies security at the packet level

Members

é BISCHOOL intert Difault Authentication Level
) “piinterface

Connect v

The impersonation level specifies whether applications can determine
wha is calling them, and whether the application can do opertions
using the client's identity.

Defzult Impersonation Level:
ldentify w

Security for reference tracking can be provided ¥ authentication is used

- . and that the default impersonation level is not anonymous
Changes to a user's group membership

Add._. Remove are not effective until the nest time the Provide addtional security fior reference tracking
userlogs on.

(L

See the “DCOM Configuration Guide” for more information on DCOM setup.

. Many people feel that DCOM is inherently unsecure. Because of these
Tl p security concerns, OSlsoft recommends installing the PI Interface for
OPC DA on the same computer as the OPC Server. Of course, you

cannot avoid this in an HA situation.

(‘ (01 Page 197


http://icons.mysitemyway.com/wp-content/gallery/black-white-pearls-icons-culture/024263-black-white-pearl-icon-culture-book3-open.png

P1 System Architecture, Planning and Implementation Course

15.8.2 Testing the remote connection to OPC DA Server

As you already know gMSA is denied interactive logon, meaning it is not possible to simply
open application with “Run as...” command.

To open Pl OPC Client under gMSA it is necessary to use PsExec.exe Windows SysInternal:

1. On PIINTO2 open CMD from Star Menu.
2. Navigate to C:\Class Documents\PsExec
3. Type PsExec.exe -i -u PISCHOOL\SVC-PIINT$ -p ~ cmd.exe

C:\Class Documents\PsExec>PsExec.exe -i -u PISCHOOL\SVC-PIINT$ -p ~ cmd.exe

PsExec v2.2 - Execute processes remotely

Copyright (C) 2001-2016 Mark Russinovich
Sysinternals - www.sysinternals.com

4. This opens a new CMD window that is now running under PISCHOOL\SVC-PIINTS$.
That you can verify in Task Manager:

BN el exe 4756 Running SVIC-PINTS
In this CMD navigate to %PIHOME%\PI OPC Tools\Pl_OPCClient directory.

Run OPCClient.exe. This will start Pl OPC Client under PISCHOOL\SVC-PIINT$
gMSA. You can verify it in Task Manager:

B8 OPCClient.exe 2668  Running SVC-PIINTS
Before connecting to the PIINTO1 in Pl OPC Client, go to File — DCOM Security.

Check Enable DCOM Security for PI_OPCClient and click OK. Keeping the Default
Authentication Level to Connect and Default Impersonation Level to Identify.

DCOM Security X

| W Enable DCOM Secuity for PI_OPCClient I

Default DCOM Cormmunication Propeities

Diefault Authentication Levs|:

||:cnnect ﬂ

The Authentication Level specifies security at the packet level,

Diefault Imparzonation Lewvel:
||drn|if_l,| ﬂ

The Impeszonation Level specifies whether applications can determine
who iz calling them, and whether the application can do operabons
uzing the chent's identiy.

0k |  Cancel

9. Type PIINTO1 instead of Localhost and repeat all the steps until you verify you can
read values.
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B8 PILOPCClient

File Server Group Tag Tools Help

"l EEEEE CEEE Y

OPC Servers: Groups: Giroup Infa:
= [ PINTON Neme | RequesedUpdasise |1 GiowoName: — Gioupl
58 Fepware KEPServeE s va I Groupt 1000 mSeconds 2 Update Rate: 1000 mSeconds
£ OPC.Dawhapper 3. Deadband: (0.000000 Percent
-3 OPC.Dawrapper.1 4. Time Bias: 0 Minutes
el Sl Qe D200 i 5, State: Active
OPCS ample. DpeD a20S erves. 1 E. Items: E
- mple. LIpc < 3 7. OPCStandard:  v2.05a
<52 OFCEample.OpcDaderven]
= Updates:
BEEEEEEE BEE
Tag | Walue 1 usality I Timestamp | Type | Itarm 1D
5 Beamnal emp 41255760 | Good - .. 02/09/2011:11:10 - WT_RE Sample
%5 Flowfiate 333.000000 | Goed-..  02/09/2011:11:10  WT_RS Sample
%Dpressule 807000000 § Good - .., 02/09/2011:11.70  WT_RS Sanple
% DutpulFlowRste 869852586 | Good ...  02/09/2011:11:10  VT_R8 Sarple
Server Status: ®, PumpSpesd 1926.760000 | Good - .. 02/08/2011:11:10 WT_R8 Sample
Carver Stat Time: 03/08/20 111088 T Status 2 Good-..  02/08/2011:11:00  WT_|4 Sample
Server Cument Time: 02/09/2011:10:59
Server Last Update Time: — 01/001/70 00:00:00
Server Cument State: RUMMIMG |
Group count = 1
Bandwidth = il
M o wetzion = 3
Minar verson = 0
Buid number = 4
OPC D ata Access 2.05a Sample Server € >

15.8.3 Buffering and PI Interface setup

P1ICU, PI Interface for OPC DA and PI Buffer Subsystem are already installed on PIINTO2.

PISCHOOL\SVC-PIBUFFER$ has already been assigned to the service and it is a member
of local PI Buffering Administrators group.

1. Finnish the buffering configuration. Open Pl ICU, go to Tools — Buffering to open
Buffering Manager. Continue with configuration.

2. The PISCHOOL\SVC-PIBUFFER$ gMSA is pre-filled. Click Next.

@ Buffering Manager - Mewr Install Wizard

Buffering Manager

Configuration, monitoring, and troubleshooting of buffering

Detected Pl Interfaces Wlndows Secu”t}(

Windows Security Select a Windows account to run buffering,

Buffering Configuration
®) Use Windows account {recommended)

Verification
Windows user
PISCHOOL\SVC-BIBUFFERS [«]
Password
This user will be added to the local Administrators group
() Use LocalSystem Account
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10.

O

Select the location for buffer queue file the same as on PIINTO1 D:\PI Buffer. Then
Next.

The buffering configuration is complete but as there is no PI Interface configured yet,
there is no Pl Data Archive server in the list in Buffering Manager. Go to File — Add
Data server... and insert PISRV01 and confirm.

After authentication test our Pl Collective is added to the list.
In PI'1ICU add new interface instance. Point it now to PISRV02. Keep the same Point
Source and Interface ID and Add

&E Configure a New Interface ®

Use the Browse button to select a Pl Interface service file ( exe)to configure. The addtional
parameters shown may also be selected

1) Browse to interface executable (required):

[D “Program Files (<36)\PIPC\Untedfaces\OPCInt\OPCint.exe Browse...
2) Host Pl Data server/collective requined). Path:
|PISRVIN ~| [PISRVID2 PISCHOOL.INT
Collective Member: Mode
PISRV02 | Secondary
3) Optional Sedtings

Inteface name as displayed in the ICU {pptional)

Point Source: Intedace |D & Service [D
|oPC |1 Suggest 1 v
Add | Clear Ficdds | Close |

Configure the interface the same as on PIINTO1. This means same scan classes in
General tab and settings in different sections. In OPC Server definition it is now
PIINTO1::OPCSample.OpcDa20Server.1.

Again, create the interface windows service under default NT Service\OPClInt1 account
and switch it for PISCHOOL\SVC-PIINT$ gMSA in Services Manager. Restart Pl ICU.

Stop the interface on PIINTO1 and start the interface on PIINTOZ2.

Verify the Pl Points are updating. This means the DCOM connection to remote OPC
DA Sever is working properly.

Keep only one interface running as failover has not been configured, yet. Otherwise
there will be DUPLICATED values in PI Data Archive!
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16. Failover Defined

16.1 Pl Interface Failover
To minimize data loss during a single point of failure within a system, many PI Interfaces
provide two failover schemes:

e Phase One: heartbeat synchronization through the data source
e Phase Two: heartbeat synchronization through a shared file.

0 T|p Phase 1 is appropriate in two situations: (1) if performance

degradation occurs using the shared file or (2) read/write
permissions for the shared file cannot be granted to both interfaces.

16.1.1 Phase 1

Phase 1 Unilnt Failover uses the data source itself to synchronize failover operations and
provides a hot failover, no data loss solution when a single point of failure occurs.

Active ID
Heartbeat 1
Heartbeat 2

Pl Interface 1 Pl Interface 2

v

(‘ (01 . Page 201




P1 System Architecture, Planning and Implementation Course

For this option, the data source must be able to communicate with and provide data to two
interfaces simultaneously. Additionally, the failover configuration requires the interface to
support outputs — data is written back to the data source. This is something that many SCADA
engineers view with apprehension, and as such is not recommended.

16.1.2 Phase 2

Phase 2 Unilnt Failover uses a shared file to synchronize failover operations and provides for
hot, warm, or cold failover.

\UFQ\Intf_PS_1.dat
_

Pl Interface 1 Pl Interface 2
l v

The Phase 2 hot failover configuration provides a no data loss solution for a single point of
failure like Phase 1. However, in warm and cold failover configurations, you can expect a small
period of data loss during a single point of failure transition.

16.2 PI Connector (1% Gen) Failover

Only a few first-generation Pl Connectors currently support failover. The ones that do support
failover do not need to communicate with the data source or a shared file like Pl Interfaces do,
but they communicate directly with each other. If the communication is successful, the
connector communicates its own status to the other connector. If both connector instances
have reliable data source communication, one of the connectors assumes the active role and
other takes a backup role. The active connector sends data to both Pl Data Archive and Pl AF
and the backup connector discards the collected data. Pl Connectors (1% Gen) support
currently only HOT failover.

Failover may occur in the following scenarios:
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Starting and stopping the connector

When one connector is stopped or shut down, it sends a stopped state to its peer, and the
peer connector assumes the active role. When the stopped connector is started again, it takes
the backup role. The connectors do not support automatic fail-back to the connector that was
previously active. In other words, when the original primary comes back online, it will not initiate
another failover scenario

Data Source connection loss

When an active connector loses its data source connection, it sends the information about its
own data source status to the backup connector. Upon receiving the data source disconnection
status from the active connector, the backup connector assumes the active role provided it has
a good data source connection. If the backup connector does not have a reliable data source
connection, both connectors continue in the same role until one of them resumes a reliable
data source connection.

Force transition to active role

You can transition the backup connector into an active role by clicking the Made node active
button at the Failover section of PI Connector UI.

Connection loss between connectors

When connector peers cannot communicate with each other, both become active connectors.
In this scenario, duplicate data might be sent to Pl System. When the connection resumes,
both connectors negotiate their data source status, eventually one connector relinquishes the
active role, and the other one becomes the backup.

Pl Connector (1°* Gen) 1 PI Connector (1% Gen) 2

v
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16.3 Group Exercise - HA Step 4: Implement Failover

This activity is designed to maximize learning in a specific topic area.
Your instructor will have instructions and will coach you if you need
assistance during the activity.

Exercise Objectives
Implement PI Interface-level failover.

Exercise Description

You have a working Pl Interfaces on PIINTO1 and PIINTO2. You need to make them work
together so when one fails the other takes over. For PI Interfaces configure PHASE 2 HOT
Failover.

Approach

Configure the Shared File

Choose a location for the shared file. The file can reside on one of the interface nodes but
OSlsoft strongly recommends that you put the file on a dedicated file server that has no other
role in data collection. In this classroom, it will be simplest to put it on one of the interface
computers.

1. Create a folder D:\Failover on PIINTO1.

Setup afile share folder and assign the permissions so that both interfaces have read and write
access to the file:

2. In folder properties Security tab add PISCHOOL\SVC-PIINT$ gMSA and assign Full
Control.

3. In Sharing tab click on Share. Make sure Student01 and SVC-PIINT$ are in the list and
confirm. The UNC path now is WPIINTO1\Failover
Configure the PI Interface Parameters

4. Start on PIINTO1. Use the Failover section of the Pl ICU to enable failover and assign two
parameters for each interface:

a. Failover ID number for the interface: 1 for \PIINTO1\OPClIntl
b. Failover ID number for its backup interface: 2 for WPIINTO2\OPClInt1

Failover ID for each interface must be unique and each interface must know the Failover ID
of its backup interface.

Select the Synchronization File Path and File to Use for Failover.
5. Select the HOT type of failover.
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Ensure that the username assigned in the Log on as: parameter in the Service section of
the PI ICU is a user that has read and write access to the folder where the shared file will
reside.

6. Enter the UNC \\PIINTO1\Failover into the Synchronization File Path field

Note: The first interface to start will create the file.

All other command line parameters (beside the /HOST) for the primary and secondary
interfaces must be identical.

Configure the Digital State Set / Pl points

7. Right-click on the Digital State point and select Create UFO_State Digital State Set on
Server ... to create the required digital state set.

8. Right-click on the points and select Create all points (UFO Phase 2) to create seven (7)
Pl points for the interface: Active ID, Heartbeat 1, Heartbeat 2, DeviceStatus_1,
DeviceStatus_2, State_1, and State_2.

M Bl Interface Configuration Utility - opcint] - O >

Interface Tools Help

NDEX | d reo BGRE|E @

Intedface:  [opcint1 > PISRVO1 =|  Rename
Type: IDFCH j OrC Pl Data server Connection Status
Descrption: | # PISRVINPISCHOOL IN
¢ Wnteable
Versions:  opcint axe version 2.7.0 22 fUnilnt version 47.0.15
General LUnilnt Failover
OPChit ¥ Enable Unikt Failover " Phase 1
o Faiover IDEforthis nstance: [ [\WPIINTOT\opeint
B
| Falover Failover ID# of the otherinstance: |[2 \\PIINTOZ\OPCint1 X | srowse |
ints

[~ Do not failover when both intefaces lose connection to Pl

Performance Cu!..rﬂers [~ Failover corirol tans are unsolcied inot scan based]
ET‘;E"EEEB Points Rate at which the heartbeat point is updated/checked: 5000 millizeconds gis
- Disconnected Startup UFO Type: Synchronization File Path
- Debug IHDT - § ) PINTO1 Failoveropcint_OPC_1.dat Browse
:'?terjfzt:e Status Stz | Tag | Exdese | PontSouree | A
Cmatadi PISEV0T-opaint_1_OPC_UFD2_ActivelD [UFD2_ActivelD] OPC
FISRVDT-opant_1_0OPC_UFDO2_Heartbeat _1 [UFD2_Heatbeat:1] OPC
Created PISEVI-nneart 1 OPC LIFD? Heathest 2 NIFD? Heatheat-2 OPC o
< »
The active |D value is located on the shared file and identifies which copy of the interface is primary ~
Thea primary intefface active 1D value is set by the /UFD_|D=n startup command line parameter for the
primary. The value of n must be a postive integer, The value of the active ID point i refemed to as the d
Close
Ready Stopped opcint - Installed
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Modify UFO Points Security

When the UFO PI Points are created, their security ACL in Point Security and Data Security
attributes will copy the ACL of PIPOINT database where PI Interfaces and Pl Buffer identities
only have Read access. We need to provide the Write access to Pl Buffer identity on Data
Security. And remove unnecessary Pl Identities from the ACL.

9. Use PI Builder MS Excel add-in. Search for points using tag mask: *UFO*. Load only the
security attributes.

10. Modify the Data Security ACL as it is below:

piadmin: A(r,w) | piadmins: A(r,w) | Pl Interfaces: A(r) | Pl Buffer: A(r,w) | PI Vision: A(r)
11. Modify the Point Security ACL as it is below:

piadmin: A(r,w) | piadmins: A(r,w) | Pl Interfaces: A(r) | Pl Buffer: A(r) | PI Vision: A(r)
12. Replicate to all UFO points and publish the changes in Edit Mode.

Configure Failover on second PI Interface

13. Repeat for the second interface. You will not have to recreate the digital state set or failover
points. Of course, the Failover ID are switched for this interface and other instance:

Failover ID# for this instance: |2 “WPINTO2NOPCInt 1
Failover ID# of the otherinstance: [1 [\\PIINTO1'opcint?

Before you start testing, start Interactive message logging:

% | pigetmsg -

In order to test that failover is working correctly you will have to have a properly running
interface and then start the second. You should see that interface start and become the
“Backup.”

' pigetmsg -host=PIINT02 -f k

Then you can stop the “primary” interface and you should see the change reflected in each
log file
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16.4

Group Exercise - HA Final Step: The Road Test

This group activity is designed to maximize learning in a specific topic
area. Your instructor will have instructions and will coach you if you
need assistance during the activity.

Exercise Description

Test the system to make sure all the failover and redundancy solutions are working.

Approach

Perform any or all the following actions:

1. Build a new display in PI Vision with objects displaying the point updated by PI Interface
for OPC DA.

2. Using the PI SMT tool, add a random point to the collective by copying CDT158 to CDT69
on the primary server. Returning to Pl Vision, failover as necessary until you are
connected to the secondary server. Use Pl Search to verify that CDT69 exists on your
secondary server.

3. Shut down the Primary Pl Data Archive (using %PISERVER%adm\pisrvstop.bat)

Is your Pl Vision trend active? Did it switch connections?

Check %PIHOME%\bin\pibufss -gs on the primary data collection computer (the one
that has that status in the active points) — is the data for the Primary Server queuing?
Try to add another Random point. Can you do it?

Check your PI Collective Manager on the secondary server — what does it show?
Start the Primary Data Archive.

4. Shut down the Primary PI Data Archive (using %PISERVER%adm\pisrvstop.bat)

Is your PI Vision trend active? Did it switch connections again? Did the Primary Pl Data
Archive lose data while it was down, or did the buffer work?

Check %PIHOME%\bin\pibufss -gs on the primary interface computer (the one that has
that status in the active points) — is the data for the Secondary Server queuing?

Try to add another Random point. Can you do it?

Check the PI Collective Manager on the primary server — what does it show?

Restart the Secondary Pl Data Archive

Use PI SMT - did the Secondary Server pickup your new Random point? Did the buffer
work for the Secondary PI Data Archive such that you did not lose data?

5. Stop the primary interface (with the PI ICU or Services Manager)
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¢ Did the other interface pick up data collection properly? Do you have updates in Pl
Vision?
Do the Interface Status and Heartbeat points look appropriate?

e Check the Pl Message logs on the interface computers using the PISDKUtility

@ pisDK Utility (Administrator) - m] X
File Buffering Tools Help
1{@® Pi SDK 5 Get Messages 13 _$

@ About PISDK | Time Fiters

4 Connections | Stat Tme: |- Program:  |“opc” | Sourcer: -

& Snapshot Tool| End Time: “10m Message: | Tailover ‘ Sevedty Debug v

- ¢* Tools

eJl Message Log | Time Seventy Message Program Source1

@ SupportData || 2/7/20204:33:48.. Irformaion  Unilnt failover: Interface in the "Primary™ state, "Backup” interface available OPClnt OPCpi

© Error Lookup | 2/7/20204:38:43 Information  Unilnt failover: interface in the "Primary™ state. "Backup” interface available with communication eror to data source. OPClint OPCpi

B Tracing Setup || 2/7/20204:37:18.... Information  Uniint fallover: Interface in the "Primary” state. "Backup” interface not available. OPClnt OPCpi

© KST Cleanup | 2/7/20204:37:13.... Information  Unilnt falover: Interface in the "Primary” state and actively sending datato Pl OPCint OPCpi
2/7/2020 4:37:13.... Information  Unilnt failover: Waited 2 ufo intervals, Other copy has not updated our activeld, transttion to primary OPCirt OPCpi
2/7/2020 4:37.03 Information  Unilnt failover: interface is attempting to assume the "Primary™ state. Waiting 2 ufo intervals to corfirm state of other copy OPClrt OPCpi
2/7/2020 4:37.03.... Information  Unilnt falover. Successfully Intiaized: This Falover ID (/UFO_ld) 2 Other Failover |D (/UFO_Otherld). 1 Type (/UFO_Type).. OPCint OPCpi
2/7/2020 4:37:01 Information  Unilnt fallover: Interface in the “Backup” state OPClnt OPCpi
2/7/2020 4:37:01 Iformation  Uniint phase 2 failover supported OPClnt OPCpi
2/7/2020 4:37.01 Irformation  Unilnt failover. Initiaizing Uniiirt failover. OPClirt OPCpi
2/7/2020 4:37:01 Information  D:\Program Files 86)\PIPC\Intefaces\OPCInt\OPClnt exe 1 D:\Program Files (x86)\PIPC\Interfaces\OPCint\OPCint exe 1 /AF OPClint OPCpi
2/7/2020 4:36:36.... Information  Uniint falover: Wrting shutdown values to Shared Fie Failover Control tags OPClnt OPCpi
12 messages retrieved

o Check pibufss -gs on the secondary interface (now with the primary status). Is it
processing data for both servers?
o Restart the primary interface and check for a good start.

6. Stop the “Backup” interface (with the PI ICU or Services Manager)

o Did the other interface pick up data collection properly?
o Do you have updates in Pl Vision?
o Do the Interface Status and Heartbeat points look appropriate?

Lastly, restart the Backup Interface. Validate that both Pl Data Archives and both PI
Interfaces are running correctly.
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17. Final Exercise (Optional)

This is a solo activity designed to test your understanding of the material
in this course. Ask for assistance if needed. Don’t waste your time just
wondering.

Exercise Objectives

¢ Demonstrate your new skills

e Configure new instance of Pl Interface for OPC DA for another OPC DA server
e Build and test PI points for the new interface instance

e Add new data source for Pl Connector for OPC UA

o Build Pl AF elements and create templates

e Connect data archive points to Pl AF element attributes

¢ Show element data in PI Vision display

Problem Description

Your company had added a new production line in your plant and installed a new OPC DA
Server on PIINTO2 that collects data about the new line from DCS.

Your success in working with the Pl System at your facility has put you right at the top of the
list of people to implement the new system. Use the skills learned this week to implement
this Pl System, from interface to displaying the data to your users.

Fortunately, the facility is small. There are 2 units, each with a few elements as can be seen
from the diagram below. Unfortunately, the process control people were less than helpful
when naming the instrument tags and they may not match your Pl AF and point
nomenclature.

Pumps / Flow Meters

—

Heat
Exchanger
Mixing Tank Reactor
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After your success, company added another line with 2 boilers. Boilers measurements are
stored in the newly implemented OPC UA Server on PIINTO1. With the skills you have just
learned about Pl Connectors, you should be able to add this new data source to the PI
Connector configuration and let it build the Pl Points and structure in Pl AF for you.

"l

]
| a
O @
Boiler1 Boiler2

Approach

Alone or in collaboration with others:
e Explore the new OPC DA Server on PIINTO2 using PI OPC Client
Configure new instance of Pl Interface for OPC DA on PIINT02
Build and test the PI points for PI Interface for OPC DA
Explore the new OPC UA Server on PIINTO1 using UA Expert
Add a new Data Source for PI Connector for OPC UA and let it create new PI Points
and AF structure via Pl Data Collection Manager
Build PI AF elements for OPC DA points
e Build a simple PI Vision display

17.1 Preparation

Record the machine information in the following table:

Machine IP Address Hostname
Pl Server PISRVO1
Pl Interface for OPC DA PIINTO2
OPC DA Server PIINTO2
PI Connector for OPC UA PIINTO1
OPC UA Server PIINTO1
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OPC DA Server on PIINTO2 is already running. Server address for Pl Interface for OPC DA
configuration is PIINT02::OPCSample.OpcDa20Server.1

OPC UA Server on PIINTO1 is running only interactively and it must be started manually. In
the Start Menu click on UaDemoServer tile which starts the server and display endpoint URL:
opc.tcp://PIINT01:4841

(5! UaDemoServer

UaDemoServer

17.2 Configuration

17.2.1 Pl Interface for OPC DA

Create a new instance of PI Interface for OPC DA on PIINTO2 to connect locally to OPC DA
server to avoid DCOM.

17.2.2 Pl Connector for OPC UA
Connect to the OPC UA server using UA Expert client tool. Use [None]:[None]:[Binary]
security and browse the structure and drill down to reach the fbBoilerl and fbBoiler2 items.

Write down the NodelD of MAIN:
Node in Data Source configuration in Pl Data Collection Manager.

to be used as Root

@ rEstimatedFeed

@ rFlowDifference

v & Programs
v & MAIN
v o fbBoilerl v &% fbBoiler2
v & cc1o0 v & CC100
@ ControlOut @ ControlOut
D Inputl @ Inputl
@ Input2 @ Input2
@ input3 @ Input3

D rEstimatedFeedwater
@ rFlowDifference

v & Drum1001 v &% Drum1001
& L1001 &% L1001
@ rFilllevel @ rFillLevel
@ «Flowin @ rFlowin
@ FlowOut @ rFlowOut
v & LC1001 v & LC1001

@ ControlOut
@ Measurement

@ ControlOut
@ Measurement

@ Setpoint @ Setpoint
v &% Pipel001 v & Pipel001
o Valve1001 o Valve1001

D rFeedwaterRate
@ rValveOpening
v & Pipelon2
o FT1002
@ rSteamDemand
@ rSteamFlow
@ rSetFillLevel
@ rSteamDemand

@ rFeedwaterRate
@ rValveOpening
&% Pipel002
& FT1002
D rSteamDemand
@ rSteamFlow
@ rSetFillLevel
@ rSteamDemand

@ os...
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Pl Data Collection Manager

Routing

Data Sources Connectors : Relays #® Destinations (&)
@ uADemo l Q gpcua } ‘ @ PINTO2 Relay ‘ ‘ @ P Server ‘
& KEPServerEx (¥) Add Relay (¥) Add Destination

17.3 Build PI Points

P1 Connector will create the points automatically, but for the PI Interface use the Pl OPC
Client to output a list of points on the OPC DA Server for use in PI Builder.

DO NOT FORGET to define the Point and Data Security for the Pl Points. Remember
the PIPOINT database ACL setting!!!

Add ltem *
Serves Browsing
[J Manual [ Fiat Branch Fikter |bem Filkes: R4/ Filter:  Data Type Filter:
Lt || Ciear | Aol || | =~ =
= OPCSample.OpcDa205erver. 1 [ Tag | Item D | .
B3 Sydney Site T 11.PUMP.FLO.. Sydney Site/Unit 1/711.PU.
g L:::!-' Ty 11.PUMP.PR...  Sydney Site/Unit 1711.PU...

By 12MIXER.LE..  Sydney Site/Unit 1/12.MIX..

12 MIXER.TE...  Sudney Site/Unit 1/12 M1
E3, 13 PUMPFLD.. Sydney Site/Unit 1A 3PU...
T 13LPUMP.FR...  Sydney Site/Unit 1712PU.
Ty 14 HEXIMNTE...  Sydney Site/Unit 1/14.HE .
Ex 14 HEXOUT...  Sydney Site/Unit 1714 HE .
&, 15 PUMP.FLO... Sydney Site/Unit 1415.PU..

[
Allterns: 12 Selected Items: 1
| Select Al | Add Selected
Item Propeities ||E-.dde|:| Tags:
Taghame: 12MIXER TEMP | Tag Mame | tem D | Data Type

[tem 1D; Sydney Site/Unit 1712 MI<ER. TEMP
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17.4 Build and Test AF Assets

< @ Unit 1 « Using AF templates build the AF structure
<~ @ 01Pump for the assets in your facility. It may look like
- & Flow Meter the picture to the left.
------ (02 Mixer
- (03 Pump Construct an analysis rule that
fe () Flow Meter calculates the difference between Pump
------ i 04 Heat Exchanger 1 flow and the Pump 5 flow such that the
- (3 05Pump history is available. Hint: You will need
+- (G Flow Meter to create a writable Pl point that receives
""" (& 06 Reactor the output of the calculation.
|- ( Unit 2
- & 01Pump The flow units for the flows are I/min for
‘e () Flow Meter the points and L/s in AF. Resolve this
...... & 02 Mixer discrepancy, similarly for hPa and kPa
- (1 03 Pump on the pressure measurements.
______ [_;;[']""EHELT“‘;;’E:;QEF You may want to show al
. & 05Pump measurements in the AF using US
. § Flow Meter customary units.
------ (3 06 Reactor * Note the form of the Item ID below.

Answer the following questions:
o Do your asset attribute values show correctly in Pl System Explorer?

¢ What is the authentication method?

17.5 Visualizing Data

Build a PI Vision display showing your equipment.

Answer the following questions:

o Can you switch between the assets seamlessly when a new display
created?

e Do your element values show correctly in Pl Vision?

Finished!
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18. Appendix A: Complex Architectures

The recommended standard architecture to support Pl implementation must be robust and
highly available to ensure data availability to the end users that make decision based on PI
System information.

OSlsoft recommends utilizing at least one DMZ layer within your business network to host the
PI Data Archive Collectives, Pl AF servers, Pl Analytics and SQL Server environment. This
can be done by using virtual Local Area Networks (VLAN) or similar technologies.

OSlsoft recommends that Pl Interfaces and Pl Connectors are implemented as close to the
data sources as possible, within the Process Control Network (PCN), if possible.

The most common Pl System architecture patterns are listed below:

18.1 Pattern 1: Pl Server in DMZ

This pattern segregates the control network and the corresponding Pl Interfaces / PI
Connectors from the less secure corporate network. This is accomplished by utilizing a DMZ
to host the Pl Server, including the PI Data Archive, AF Server, Analytics Server (Analysis and
Notifications) and supporting systems. The DMZ should be configured with the appropriate
inbound and outbound firewall rules to ensure that corporate network users cannot gain access
past the DMZ layer into the control network.

3 J

Control Network DMz Business / Corporate
Network

Pl Server

"
S W
4 T p >
Q’ g 4 >
< | ¢ g o)
(5L, (15
Data Source Pl Interface / WPerVS_Se_rver
Pl Connector {1% Gen) vision
— 5450 Pl Notifications
— 5457 5450 — Pl Web API
— 5459 5457 «—
. — 5671 5459 —
Vo — 6672
o TV
- —_—)
p —
- 24 'Ej ‘
Data Source Pl Connector (2" Gen) Pl Connector Relay Pl ProcessBook
Pl Data Collection Manager Pl DataLink
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18.2 Pattern 2: Pl Server High Availability in DMZ

This pattern resembles Pattern 1, using a DMZ layer to host the Pl Server and supporting
systems. However, this pattern includes the use of High Availability for the Pl Data Archive.
The PI Clients should be configured to preferably connect to a specific collective member
thereby preventing any protected network users in the control network from connecting to the
same PI Data Archive as users in the less secure corporate network. Pl AF server is shared.

J >

Control Network DMZ Business / Corporate
| Network

St e

Pl ProcessBock
Pl DataLink Pl ProcessBook

Pl DataLink

g
Data Scurce Pl Interface / o h‘.
Pl Connector {1* Gen) Web Server
H Pl Vision
— 5450 Pl Notifications
— 5457 5450 — Pl Web API
— 5459 5457 —
— 5671 5459 —
— 5672
Data Source Pl Connector (2™ Gen) Pl Connector Relay

PI Data Collection Manager

G Primary member of
collective

Secondary member
of collective
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18.3 Pattern 3: Pl to PI Interface in DMZ

This pattern further secures access to the control network from the DMZ by introducing a
separate PI Server within the control network. The end users in this secure network layer
utilize this PI Server for their purposes within the Process Control Network. The data can then
be replicated from the control network to the corporate network with the use of a Pl-to-PI
interface located in the DMZ layer. This minimizes the number of connections into and out of
the DMZ from both the control and corporate layers. With PI-to-Pl interface only Pl Data
Archive values are replicated. Pl AF servers’ hierarchies are independent.

J 5

Control Network DMZ Business / Corporate
Network

) - Q@]B

Qa ‘ Pl ProcessBook

Pl DataLink

Pl ProcessBook
Pl DataLink

Pl Server

Pl to Pl Interface Pl Server
5450 — — 5450

Data Source Pl Interface /
PI Connector {1* Gen})

Data Traffic Only
(no user queries)

i C‘u, r
'6
‘.U cad
[
Data Source Pl Connector (2™ Gen) Pl Connector Relay b
Pl Data Collection Manager Web Server

Fl Vision
Pl Notifications
Pl Web API
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18.4 Pattern 4: Pl System Connector in DMZ

This pattern resembles Pattern 3, the difference is that the PI Connector Relay technology
replaces the PI-to-PI Interface for an even more secured method for sending data from the PI
System in the Control network to the Pl System in the Corporate Network. With Pl System
Connector not only replicates values from PI Data Archive, but also Pl AF server hierarchies
and event frames. If there is no Pl Data Collection Manager utilized in Control Network, then
PI Data Collection Manager should be installed inside DMZ on the same machine as Pl System

Connector and Pl Connector Relay or on a separate server.

3

Control Network

<“"‘\'V:Ejh‘

Pl ProcessBook
Pl DataLink

Pl Interface f
Pl Connector (15 Gen)

Data Source

Data Source

Pl Connector (2™ Gen)

Pl Server

5450 —
5457 —
=

DMZ

Pl System Connector
Pl Connector Relay
(Pl Data Collection Manager)

s 54
|, 54

3

Business / Corporate
Network

Stm

Pl ProcessBook
PI DataLink

50 Pl Server
57

Pl Connector Relay
Pl Data Collection Manager

Data Traffic Only
(no user queries)

Disjoint Protocols

[JS

Web Server
Pl Vision
Pl Notifications
Pl Web AP|
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18.5 Pattern 5: Absolute Enforcement

This pattern further secures access to the control network from the DMZ by utilizing a Data
Diode or equivalent device that enforces one-way communication between the Control
Network’s Pl System and the Corporate Network’s Pl System.

Control Network

U=

Pl ProcessBock
Pl DataLink

Data Source Pl Interface /

Pl Connector (1%t Gen)

Data Source

Pl Connector (2" Gen)

Pl Server

Enforcement Business / Corporate
Zone Network

!

Fim

Pl ProcessBook
Pl DataLink
4

Data Diode

Pl Server

Pl Connector Relay
Pl Data Collection Manager

One way communication
enforced by physics

(K

Web Server

Pl Vision
Pl Notifications
Pl Web AFI
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19. Appendix B — Ports

You will have to open certain network ports for the applications to communicate.

The following ports may need to be opened on a firewall to allow access to the Pl System or
other associated services. Taken from Firewall Port Requirements knowledge article on
Customer Portal

Port Type Application Comment

25 TCP SMTP Server Email Delivery Channel for PI Notifications

53 UDP DNS IP/Host Lookup (Pl Trust)

80 TCP HTTP Connection to applications via HTTP in web browser

88 TCP/UDP | KDC Kerberos (Pl Mappings)

135 TCP/UDP | Domain Controller SPN Registration (Pl Mappings)

389 TCP/UDP | LDAP Cross-domain authentication

443 TCP HTTPS Connection to applications via HTTPS in web browser

445 TCP SMB Search for local accounts to manage mappings
remotely through Pl AF Client

1433 TCP SQL Server Hosting the PI databases

1434 UDP SQL Server Browser | Remotely identify SQL instances

5450 TCP Pl Data Archive Client connections to Pl Data Archive

5456 TCP Pl ACE P1 ACE calculations exposed via a Web Service

5457 TCP Pl AF Server Client connections to Pl AF server

5458 TCP PI Notifications 1.x Client connections to Pl Notifications Scheduler

5459 TCP Pl AF Server P1 SQL for AF Client connections to Pl AF server (e.qg.
Pl OLEDB Enterprise)

5460 TCP Pl SQL DAS HTTP explicit login endpoint for PI SQL DAS 1.3.3 and

earlier
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Appendix B — Ports

5461 TCP Pl SQL DAS HTTPS endpoint

5462 TCP Pl SQL DAS NET.TCP endpoint

5463 TCP Pl Analysis Service | Client connections to Pl Analysis Service

5464 TCP PI1 SQL DAS (RTQP) | HTTPS endpoint

5465 TCP PI1 SQL DAS (RTQP) | NET.TCP endpoint

5468 TCP PI Notifications 2.x Client connections to Pl Notifications Service

5671 TCP Pl Integrator for BA | Pl Integrator for Business Analytics outgoing data
(required only for Microsoft Azure loT Hub or Microsoft
Azure Event Hub)

5671 TCP Pl Connector Relay | AMQPS using X.509 certificate. Data is sent from the
connector to the relay on this port. All communication
is encrypted.

5672 TCP Pl Data Collection | AMQPS using X.509 certificate. Connectors and

Manager Relays use this port for communication to the Pl Data
Collection Manager. This port must remain open.

(@ osi
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20. Appendix C — Abbreviations

ACE Advanced Computing Engine

ACL Access Control List

AF Asset Framework

AMQPS Advanced Message Queuing Protocol Secure
API Application Programming Interface
BA Business Analytics

CMD Command Prompt

DA Data Archive

DAS Data Access Server

DB Database

DCM Data Collection Manager

DCOM Distributed Component Object Model
DCS Distributed Control System

DHCP Dynamic Host Configuration Protocol
DMZ Demilitarized Zone

DNS Domain Name System

EMS Enterprise Management System

ERP Enterprise Resource Planning

FQDN Fully Qualified Domain Name

gMSA Group Managed Service Account

HA High Availability

HTTPS Hyper Text Transfer Protocol Secure
ICU Interface Configuration Utility

s Internet Information Services

IP Internet Protocol

JDBC Java Database Connectivity

LAN Local Area Network

LDAP Lightweight Directory Access Protocol
LIMS Laboratory Information Management System
MDB Module Database
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MS
MSA
ODBC
OLE
OLEDB
OPC A&E
OPC DA
OPC HDA
OPC UA
OPC
oS

oSl
PCN

PI

PIFD
PLC
RDBMS
RTQP
SCADA
SDK
SMB
SMTP
SNMP
SPN
SQL
SSL
TCP
TLS
UDP
UFL
UFO
UOM

Microsoft

Managed Service Account

Open Database Connectivity

Object Linking and Embedding

Object Linking and Embedding Database
OPC Alarms & Events

OPC Data Access

OPC Historical Data Access

OPC Unified Architecture

Open Platform Communication (or OLE for Process Control)
Operating System

Oil Systems Incorporated (former name of OSlIsoft)
Process Control Network

Plant Information

PI Foundation Database

Programmable Logic Controller

Relational Database Management System
Real Time Query Processor

Supervisory Control and Data Acquisition
Software Development Kit

Server Message Block

Simple Mail Transfer Protocol

Simple Network Management Protocol
Service Principal Name

Structured Query Language

Secure Socket Layer

Transmission Control Protocol

Transport Layer Security

User Datagram Protocol

Universal File Loader

Unilnt Failover (Universal Interface Failover), not the <&

Unit of Measurement
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